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PREFACE

Testing In Language Programs has its roots in a class that | teach quite
regularly —a course in Language Testing that | have taught many dozens of
times. While many books exist on language testing, none seemed to offer
the wvpes of information that | wanted to present in my class. | felt that
some books were too technical and complex to be thoroughly covered in
one semester, while others were too practical — offering many ideas for
different types of language test questions, but very little on test con-
struction, analysis, and improvement. Testing in Language Programs is de-
signed to cover the middle ground. It provides a balance between the
practical and technical aspects of language testing that is neither too
complex nor too simplistic.

This book provides information about language testing that would not
only be immediately useful for making program-level decisions (for example,
admissions, proficiency, and placement decisions) but also information
about testing for classroom-level decisions (that is, assessing what the students
have learned through diagnostic or achievement testing). These two
categories of decisions and the types of tests that are typically used to make
them are quite different.

The category of tests most useful for program-level decisions consists of
tests specifically designed to compare the performances of students to each
other. These are called normreferenced tests because interpretation of the
scores from this category of tests is linked closely to the notion of the
normal curve (also known as the &ell curve). Such tests are most commonly
used to spread students out along a continuum of scores based on some
general knowledge or skill area so that the students can be placed, or
grouped, into ability levels. The administrator’s goal in using this type of
test is usually to group students of similar ability in order to make the
teacher’sjob easier. In other situations, the administrator may be
interested in making comparisons between the average proficiency levels of
students in different levels, between different language institutions or
among students across the nation. Norm-referenced tests are also
appropriate for these kinds of language proficiency testing. Notice that the
purpose of the tests in the norm-referenced family is to make comparisons
in performance either between students within an institution (for
placement purposes) or between students across courses or institutions
(for proficiencv assessment purposes). In short, sound norm-referenced
tests can help administrators (and to some degree teachers) to do their
jobs better.



In contrast, the criterion-referenced family of tests is most useful to
teachers in the classroom (though administrators should be interested in
these tests as well). Criterion-referenced tests are specifically designed to
assess how much of the material or set of skills taught in a course is being
learned by the students. With criterion-referenced tests, the purpose is not
to compare the performances of students to each other but, rather, to look
at the performance of each individual student vis-a-vis the material or
curriculum at hand. They are called criterion-referenced tests because
interpretation of the scores from this category of tests is intimately linked
to assessing well-defined criteria for what is being taught. Such tests are
often used to diagnose the strengths and weaknesses of students with
regard to the goals and objectives of a course or program. At other times,
criterion-referenced tests may be used to assess achievement, in the sense
of “haw much each student has learned.” Such information may be useful
for grading student performance in the course, or for deciding whether to
promote them to the next level of study, as well as for improving the
materials, presentation, and sequencing of teaching points. In short,
sound criterion-referenced tests can help the teacher to do a better job.

My primary motivation in writing this book was to provide practical and
useful testing tools that will help language program administrators and
teachers to do their respective jobs better. The distinction between the
norm-referenced and criterion-referenced categories of tests will help
administrators and teachers to focus on the respective types of tests most
appropriate for the kinds of decisions that they make in their work.
Hence, the topic of each chapter will be approached from both norm-
referenced and criterion-referenced perspectives. After all, the decisions
made by administrators and teachers all affect students’ lives, sometimes in
dramatic ways, involving a great deal of time and money, and at other times
in more subtle ways, including psychological and attitudinal factors.

| assume that teachers, though most interested in classroom tests, will
also take an interest in program-level decisions. Similarly, | assume that
administrators, though primarily interested in program-level decisions, will
also take an interest in classroom-level tests. Each group is inevitably
involved in the other’s decision making—perhaps in the form of teachers
proctoring and scoring the placement test, or perhaps in the form of an
administrator evaluating the effectiveness of teachers’ classroom tests. The
types of decisions discussed in this book may interact in innumerable ways,
and | think that any cooperation between administrators and teachers in
making decisions can be very healthy for the curriculum in general and
test development in particular.

Regardless of whether the reader is a teacher or an administrator, or
both, the goal of reading this book should be to learn how to do all types of



testing well. Bad or mediocre testing is common, yet most language
professionals recognize that such practices are irresponsible and eventually
lead to bad or mediocre decisions being made about their students’ lives.
The tools necessary to do sound testing are provided in this book. Where
statistics are involved, they are explained in a straightforward “recipe
book” style so that readers can immediately understand and apply what
thev learn to their teaching or administrative situations. If this book makes
a difference in the quality of decision making in even one language
program, the time and effort that went into writing it will have been
worthwhile.

| would like to thank Kathi Bailey, Lyle Bachman, Carol Chapelle,
Graham Crookes, Grant Henning, Thom Hudson and two other
anonymous readers for their perceptive and useful comments on earlier
versions of this book. | would also like to thank the hundreds of graduate
students who suffered patiently through manuscript versions of this book,
for their countless questions, criticisms, and suggestions.

J.D.B.
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CHAPTER 1

TYPES AND USES OF LANGUAGE TESTS:
NORM-REFERENCED AND
CRITERION-REFERENCED DECISIONS

Test results can serve a variety of different functions within a language
program. In this chapter, | clarify how two categories of tests perform
these different functions: one category that helps administrators and
teachers to make program-level decisions (that is, proficiency and
placement decisions), and another category that helps teachers to make
classroom-level decisions (diagnostic and achievement decisions). In the
technical jargon of testing, these two categories are labeled norm-referenced
tests and criterion-referenced tests. | begin the chapter by making a detailed
comparison of these two categories. Then | define and discuss the four
primary functions that tests serve in language programs, two functions that
are norm-referenced (proficiency and placement) and two that are
criterion-referenced (diagnostic and achievement). | end the chapter by
explaining how teachers can best approach the task of matching language
tests to the purposes and decision-making needs of their own language
courses and programs. As in all chapters of this book, | end with a
summary checklist, a list of the new terms and symbols found in the
chapter, a series of review questions, and a set of application exercises.

TWO FAMILIES OF LANGUAGE TESTS

The concepts underlying norm-referenced testing have been fully
developed in educational measurement circles for most of the twentieth
century, and many language teachers have been exposed to this category of
testing. However, the idea of criterion-referenced testing did not surface in
educational measurement circles until 1963, when Glaser first mentioned
the idea (see Popham & Husek 1969; Popham 1978, 1981; and Berk 1980,
1984a, for much more on the background of criterion-referenced testing).
The distinction between norm-referenced and criterion-referenced tests
has only gradually entered the language testing literature (see Cartier
1968; Cziko 1983; Hudson & Lynch 1984; Bachman 1987; and Brown
1984a, 1988a, 1989a, 1990, 1993, 1995). In recent years, this distinction has
increased in importance in educational and psychological measurement,
and | hope that it will continue to do so in language testing as well, because
an understanding of the fundamental differences and similarities between

1



2 Testing in Language Programs

these two categories of tests can help language teachers to make much
better decisionsabout their students.

Norm-Referenced Tests

In brief, a norm-referenced test (NRT) is designed to measure global
language abilities (for instance, overall English language proficiency,
academic listening ability, reading comprehension, and so on). Each
student’sscore on such a test is interpreted relative to the scores of all other
students who took the test. Such comparisons are usually done with
reference to the concept of the normal distribution (familiarly known as
the bell curve). The purpose of an NRT is to spread students out along a
continuum of scores so that those with “low”abilities in a general area such
as reading comprehension are at one end of the normal distribution, while
those with “high” abilities are at the other end (with the bulk of the
students falling near the middle). In addition, while students may know the
general format of the questions on an NRT (for example, multiple-choice,
true-false, dictation, or essay), they will typically not know what specific
content or skills will be tested by those questions.

Criterion-Referenced Tests

In contrast, a criterion-referenced test (CRT) is usually produced to
measure well-defined and fairly specific objectives. Often these objectives
are specific to a particular course, program, school district, or state. The
interpretation of scores on a CRT is considered absolute in the sense that
each student’s score is meaningful without reference to the other students’
scores. In other words, a student’s score on a particular objective indicates
the percent of the knowledge or skill in that objective that the student has
learned. Moreover, the distribution of scores on a CRT need not
necessarily be normal. If all the students know 100% of the material on all
the objectives, then all the students should receive the same score with no
variation at all. The purpose of a CRT is to measure the amount of
learning that a student has accomplished on each objective. In most cases,
the students would know in advance what types of questions, tasks, and
content to expect for each objective because the question content would be
implied (if not explicitly stated) in the objectives of the course.

Comparing Norm-referencedand Criterion-referenced Approaches

A more detailed step-by-step comparison of norm-referenced and
criterion-referenced tests will help to clarify the distinction. The six
characteristics listed in the first column of Table 1.1 indicate that norm-
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Table 1.1: Differences Between Norm-Referenced
and Criterion-Referenced Tests*

Characteristic

Nom-Referenced

Criterion-Referenced

Type of
Interpretation

Relative (A student’s performance
is compared to that of all other
studeno in percentile terms.)

Absolute (A student’s performance
is compared only to the amount,
or percentage, of material learned.)

Tvpe of To measure general language To measure specific objectives-

Measurement abilities or proficiencies based language points

Purpose of Spread studeno out along a Assess the amount of material

Testing continuum of general abilities or known, or learned, by each
proficiencies student

Distribution Normal distribution of scores around Varies, usually nonnormal (students

of Scores a mean who know all of the material

should all score 100%)
Test A few relatively long subtests with a A series of short, well-defined
Structure variety of question contents subtests with similar question

Knowledge of
Questions

Students have little or no idea what
content to expect in questions

contents

Students know exactly what
content to expect in test questions

*Adapted from Brown 1984a

referenced and criterion-referenced tests contrast in: (a) the ways that
scores are interpreted, (b) the kinds of things that they are used to
measure, (c) the purposes for testing, (d) the ways that scores are
distributed, (e) the structures of the tests, and (f) the students’ knowledge
of test question content.

Type of interpretation. One essential difference between these two
categories of tests is that each student’s performance on a CRT is
compared to a particular criterion in absolute terms. Some confusion has
developed over the years about what the criterion in criterion-referenced
testing refers to. This confusion is understandable, because two definitions
have evolved for criterion. For some authors, the material that the student
is supposed to learn in a course is the criterion against which he or she is
being measured. For other authors, the term criterion refers to the
standard, called a criterion level, against which each student’s performance is
judged (for instance, if the cut-point for passing a CRT is set at 70%, that is
the criterion level).

Regardless of which version of the term is being applied in a given
situation, the primary focus in interpreting CRT scores is on how much of
the material each student has learned in absolute terms. For example, the
following would be a characteristic CRT score interpretation: A student
scored 85%, which means that the student knew 85% of the material.
Notice that there is no need for any reference to the performances of
other students.
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On an NRT, testers interpret each student’s performance in
relationship to the performances of the other students in the norm group
in relative terms. In fact, NRT scores are sometimes expressed with no
reference to the actual number of test questions answered correctly. For
example, the following would be a typical NRT score interpretation: A
student scored in the 84th percentile, which means that the student scored
better than 84 out of 100 students in the group as a whole. How many
questions did the student answer correctlv? We have no way of knowing
because a percentile score only expresses the student’s position relative to
the other students.

The key to understanding the difference between NRT and CRT score
interpretations is captured in the terms percentage and percentile. On CRTs,
teachers are primarily concerned with how much of the material the
students know; that is, the focus is on the percentage of material known.
The teachers really only care about the percentage of questions the
students answered correctly (or percentage of tasks the students correctly
completed) in connection with the material at hand and perhaps in
relationship to a previously established criterion level. The percentages are
interpreted directly without reference to the students’ positions vis-$-vis
each other. Hence, a high percentage score means that the test was easy
for the students, which may in turn mean that the students knew the
material being tested or that the test questions were written at too low a
level. Similarly, a low percentage score means that the test was difficult for
the students, which may in turn mean that the students did not know the
material being tested or that the test questions were written at too high a
level of difficulty.

On NRTs, the concern is entirely different. Teachers focus instead on
how each student’s performance relates to the performances of all other
students. Thus, in one way or another, they are interested in the student’s
percentile score, which tells them the proportion of students who scored
above and below the student in question. For instance, a student with a
percentile score of 70 performed better than 70 out of 100 students but
worse than 30 out of 100. If another NRT were administered to the same
students but had much more difficult questions on it, the percentage of
correct answers would be lower for all students, but their positions relative
to each other in terms of percentile scores might be virtually the same.
Similarly, if another NRT had easy questions on it, the percentage of
correct answers would be high for all students, but their positions relative
to each other in terms of percentile scores would probably be very similar.

In short, CRTs look at the amount of material known by the students in
percentage terms, while NRTs examine the relationship of a given student’s
performance to that of all other students in percentile terms.
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Type of measurement. Typically, NRTs are most suitable for measuring
general abilities; such as reading ability in French, listening com-
prehension in Chinese, and overall English language proficiency. The Test
of English as a Foreign Language (1994) (TOEFL) is a good example of such a
test. While the TOEFL does have three subtests, these subtests are very
general in nature, measuring listening comprehension, writing and
analysis,and reading comprehension and vocabulary.

In contrast, CRTs are better suited to providing precise information
about each individual’s performance on well-defined learning points. For
instance, if a language course focuses on a structural syllabus, the CRT for
that course might contain subtests (of five questions each) on: (a) subject
pronouns, (b) the a/an distinction, (c) the third person -s, (d) the use of
present tense copula, and so forth. However, CRTs are not limited
to grammar points. Subtests on a CRT for a notional-functional language
course might consist of a short interview where ratings are made of the
student’s abilities to: (a) perform greetings, (b) agree or disagree, (c)
express an opinion, and so on. The variety and types of test questions used
on a CRT are limited only by the imagination of the test developer(s) .

Purpose of the testing. Clearly, major differences exist in the way scores
are interpreted on NRTs and CRTs. As mentioned above, NRT
interpretations are relative (thatis, a student’s performance is compared to
the performances of other students), while CRT interpretations are
absolute (that is, a student’s performance is compared to the amount, or
percentage, of material known by that student). The purpose of an NRT is
therefore to generate scores that spread the students out along a
continuum of general abilities so that any existing differences among the
individuals can be distinguished. Since the purpose of a CRT is to assess
the amount of knowledge or skill learned by each student, the focus is on
the individuals® knowledge or skills, not on distributions of scores. As a
result, the distributions of scores for NRTs and CRTs can be quite different.

Distribution of scores. Since NRTs must be constructed to spread
students out along a continuum or distribution of scores, the manner in
which test questions for an NRT are generated, analyzed, selected, and
refined (see Chapter 3) will usually lead to a test that produces scores which
fall into a normal distribution, or bell curve. Such a distribution is
desirable so that any existing differences among the students will be clearly
revealed. In other words, if there is variation within the group with regard
to the knowledge or skill being tested, any differences among students
should be reflected in their scores.

In contrast, on a criterion-referenced final examination, all students
who have learned all the course material should be able to score 100% on
the final examination. Thus, very similar scores can occur on a CRT. As a
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corollary, in the first week of class, those students who do not know the
material (because they have not learned it yet) should all score very low.
Again, very similar scores might be produced in such a situation. Indeed,
the ways that test questions are generated, analyzed, selected, and refined
for a CRT will lead to these types of results. In short, very similar scores
among students on a CRT may be perfectly logical, acceptable, and even
desirable if the test is administered at the beginning or end of a course. In
either situation, a normal distribution of scores may not appear. As |
explain in later chapters, a normal distribution in CRT scores may even be
a sign that something is wrong with the test, with the curriculum, or with
the teaching.

Test structure. Popham and Husek (1969) contend that “it is not
possible to tell [an] NRT from a CRT by looking at it.” | argue instead that
the strategies used to accomplish the differing NRT and CRT purposes and
distributions most often result in NRTs and CRTs that are considerably
different in structure. Typically, an NRT is relatively long and contains a
wide variety of different types of question content. Indeed, the content can
be so diverse that students find it difficult to know exactly what will be
tested. Such a test is usually made up of a few subtests on rather general
language skills like reading comprehension, listening comprehension,
grammar, writing, and so forth, but close examination will reveal that each
of these subtests is relatively long (30-50 questions) and covers a wide
variety of different contents.

In contrast, CRTs usually consist of numerous, shorter subtests. Each
subtest will typically represent a different instructional objective, and often,
each objective will have its own subtest. If a course has twelve instructional
objectives, the associated CRT will usually have twelve subtests, although
sometimes only a subsample of the objectives will be tested. Because the
subtests are often numerous, they must remain short for practical reasons
(3—-10 questions, as a rule of thumb).

Sometimes for economy of time and effort, subtests on a CRT will be
collapsed together, which makes it difficult for an outsider to identify the
subtests. For example, on a reading comprehension test, the students
might be required to read five passages and answer four multiple-choice
guestions on each passage. If on each passage there is one fact question,
one vocabulary question, one cohesive device question, and one inference
guestion, the teachers will most likely consider the five fact questions
together as one subtest, the five vocabulary questions together as another
subtest, and so on. In other words, the teachers will be focusing on the
guestion types as subtests, not the passages, and this fact might not be
obviousto an outside observer.
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Knowledge of questions. Students rarely know in any detail what
content to expect on an NRT. In general, they might know what question
formats to expect (for example, multiple-choice, true-false, and so forth),
but seldom would the actual language points be predictable. This un-
predictability of the question content results from the general nature of
what NRTs are testing and the wide variety of question contents that are
typically used.

On a CRT, good teaching practice is more likely to lead to a situation in
which the students can predict not only the question formats on the test
but also the language points that will be tested. If the instructional
objectives for a course are clearly stated, if the students are given those
objectives, if the objectives are addressed by the teacher, and if the
language points involved are adequately practiced and learned, then the
students should know exactly what to expect on the test unless for some
reason the criterion-referenced test is not properly referenced to the
criteria—the instructional objectives.

Such statements often lead to complaints that the development of CRTs
will cause teachers to “teach to the test,” to the exclusion of other more
important ways of spending classroom time. While | acknowledge that not
all elements of the teaching and learning process can be tested, | argue
that teaching to the test should nevertheless be a major part of what
teachers do. If the objectives of a language course are worthwhile and have
been properly constructed to reflect the needs of the students, then the
tests that are based on those objectives should reflect the important
language points that are being taught. Teaching to such a test should help
teachers and students stay on track, and the test results should provide
useful feedback to both groups on the effectiveness of the teaching and
learning processes. In short, CRTs, as | envision them, should help
teachers and students rather than constrain them.

A very useful side effect of teaching to the test is the fact that the
information gained can have what Oller (1979, p. 52) termed instructional
value—that is, “to enhance the delivery of instruction in student
populations.” In other words, such CRT scores can provide useful
information for evaluating the effectiveness of the needs analysis, the
objectives, the tests themselves, the materials, the teaching, the students’
study habits, and so forth. In short, CRTs can prove enlightening in the
never ending evaluation process that | advocate in Chapter 9.

I am not arguing that teachers should only address a very restricted set
of objectives in a language course. Flexibility and time must be allowed in
any curriculum for the teachers to address problems and learning points
that arise along the way. Nevertheless, if a common core of objectives can
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be developed for a course, a CRT can then be developed to test those
objectives, and a number of benefits will surely accrue to the teachers, the
students, and the curriculum developers alike (see Chapter 9 for more on
this topic).

I should also mention that | do not see CRTs as better than NRTs. Both
test categories are very important for the decision-making processes in a
language program — but for different types of decisions. In fact, the
distinction between NRTs and CRTs can help teachers to match the correct
type of test with any type of decision.

MATCHING TESTS TO DECISION PURPOSES

A variety of different types of decisions are made in almost any
language program, and language tests of various kinds can help in making
those decisions. In order to test appropriately, | argue that each teacher
must be very clear about his/her purpose for making a given decision and
then match the correct type of test to that purpose. If my purpose is to
measure weight, | will use some sort of weighing device. If | want to
measure linear distance, | will use a ruler or odometer. In this section, |
summarize the main points that teachers must keep in mind when
matching the appropriate measuring tool (NRT or CRT in this case) with
the types of decisions they must make about their students. The main
points to consider are shown in Table 1.2. As the discussion develops, |
briefly cover each point as it applies to four types of decisions.

In administering language programs, | have found myself making
basically just four kinds of decisions: proficiency, placement, achievement,
and diagnostic. Since these are also the four types of tests identified in
Alderson, Krahnke, and Stansfield (1987) as the most commonly used types
of tests in our field, | call them the primary language testing functions and
focus on them in the remainder of this chapter. These testing functions
correspond neatly to the NRT and CRT categories as follows: NRTs aid in
making program-level decisions (that is, proficiency and placement
decisions) ,and CRTs are most effective in making classroom-level decisions
(that is, diagnostic and achievement). As | will explain, these testing
categories and functions provide a useful framework for thinking about
decision making in language programs.

Of course, other categories of tests do exist. For instance, aptitude tests,
intelligence tests, learning strategy tests, attitude tests, and so forth do
not fit into these four language testing functions. Generally, these other
types of tests are not administered in language programs so | do not discuss
them in this book. Instead, proficiency, placement, achievement, and
diagnostic testing will be my focus because a command of these testing
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Table 1.2: Matching Tests to Decision Purposes

Test . .
Qualities

Type of Decision

Norm-Referenced

Criterion-Referenced

Proficiency Placement Achievement Diagnostic
Detail of Very General General Specific Very Specific
Information
Focus Usually, general Learning points Terminal Terminal and
skills prerequisite all levels and objectives of enabling
to entry skills of program  course or objectives of
program courses

Purpose of’
Decision

Relationship
to program

When
Administered

Interpretation
of Scores

To compare
individual overall
with other groups/
individuals

Comparisons with
other institutions

Before entry and
sometimes at exit

Spread of scores

To find each
student’s
appropriate level

Comparisons
within program

Beginning of
program

Spread of scores

To determine the
degree of learning
for advancement
or graduation

Directly related
to objectives of
program

End of courses

Number and
amount of
objectives learned

To inform
students and
teachers of
objectivesneeding
more work

Directly related
to objectivesstill
needing work
Béginning
and/or middle
of courses

Number and
amount of
objectives learned

functions will provide all the tools needed for decision making in most
language programs. This approach should not only help teachers to learn
about language testing but also should help them to make responsible
proficiency decisions, placement decisions, achievement decisions, and
diagnostic decisions about their students.

Program-Level Decisions

Proficiency decisions. Sometimes, teachers and administrators need to
make decisions based on the students’ general levels of language
proficiency. The focus of such decisions is usually on the general
knowledge or skills prerequisite to entry or exit from some type of
institution, for example, American universities. Such proficiency decisions
are necessary in setting up entrance and exit standards for a curriculum, in
adjusting the level of program objectives to the students’ abilities, or in
making comparisons between programs. In other words, teachers and
administrators must make a variety of curricular and administrative
decisions on the basis of overall proficiency information.
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Proficiency decisions are often based on proficiency tests specifically
designed for such decisions. By definition, then, a proficiency test assesses
the general knowledge or skillscommonly required or prerequisite to entry
into (or exemption from) a group of similar institutions. One example is
the Test & English us a Foreign Language (TOEFL), which is used by many
American universities that have English language proficiency prerequisites
in common (see Educational Testing Service 1992, 1994). Understandably,
such tests are very general in nature and cannot be related to the goals and
objectives of any particular language program. Another example of the
general nature of proficiency tests is the ACTFL Proficiency Guidelines
(American Council on the Teaching of Foreign Languages 1986).
Although proficiency tests may contain subtests for each skill, the testing of
the skills remains very general, and the resulting scores can only serve as
overall indicators of proficiency.

Since proficiency decisions require knowing the general level of
proficiency of language students in comparison to other students, the test
must provide scores that form a wide distribution so that interpretations of
the differences among students will be as fair as possible. Thus, | argue that
proficiency decisions should be made on the basis of norm-referenced
proficiency tests because NRTs have all the qualities desirable for such
decisions (refer to Table 1.1). Proficiency decisions based on large-scale
standardized tests may sometimes seem unfair to teachers because of the
arbitrary way that they are handled in some settings, but like it or not, such
proficiency decisions are often necessary: (a) to protect the integrity of the
institutions involved, (b) to keep students from getting in over their heads,
and (c) to prevent students from entering programs that they really do not
need.

Proficiency decisions most often occur when a program must relate to
the external world in some way. The students are arriving. How will they fit
into the program? And when the students leave the program, is their level
of proficiency high enough to enable them to succeed linguistically in
other institutions?

Sometimes, comparisons are also made among different language
programs. Since proficiency tests, by definition, are general in nature,
rather than geared to any particular program, they could serve to compare
regional branches of a particular language teaching delivery system.
Consider what would happen if the central office for a nationwide chain of
ESL business English schools wanted to compare the effectiveness of all its
centers. To make such decisions about the relative merit of the various
centers, the administrators in charge would probably want to use some
form of business English proficiency test.
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However, extreme care must be exercised in making comparisons
among different language programs because of the very fact that such tests
are not geared to any particular language program. By chance, the test
could fit the teaching and content of one program relatively closely; as a
consequence, the students in that program might score high on average.
By chance, the test might not match the curriculum of another program
quite so well; consequently, the students would score low on that particular
proficiency test. The question is: Should one program be judged less
effective than another simply because the teaching and learning that is
going on in that program (though perfectly effective and useful) is not
adequately assessed by the test? Of course not. Hence, great care must be
used in making such comparisons with special attention to the validity and
appropriateness of the tests to the decisions being made.

Because of the general nature of proficiency decisions, a proficiency test
must be designed so that the general abilities or skills of students are
reflected in a wide distribution of scores. Only with such a wide
distribution can decision makers make fair comparisons among the
students, or groups of students. This need for a wide spread of scores most
often leads testers to create tests that produce normal distributions of
scores. All of which is to argue that proficiency tests should usually be
norm-referenced.

Proficiency decisions should never be undertaken lightly. Instead, these
decisions must be based on the best obtainable proficiency test scores as
well as other information about the students. Proficiency decisions can
dramatically affect students’ lives, so slipshod decision making in this area
would be particularly unprofessional.

Placement decisions. Placement decisions usually have the goal of
grouping together students of similar ability levels. Teachers benefit from
placement decisions because their classes contain students with relatively
homogeneous ability levels. As a result, teachers can focus on the problems
and learning points appropriate for that level of student. To that end,
placement tests are designed to help decide what each student’s
appropriate level will be within a specific program, skill area, or course.
The purpose of such tests is to reveal which students have more of, or less
of, a particular knowledge or skill so that students with similar levels of
ability can be grouped together.

Examining the similarities and differences between proficiency and
placement testing will help to clarify the role of placement tests. To begin
with, a proficiency test and a placement test might at first glance look very
similar because they are both testing fairly general material. However, a
proficiency test tends to be very, very general in character, because it is



12 Testing in Language Programs

designed to assess extremely wide bands of abilities. In contrast, a
placement test must be more specifically related to a given program,
particularly in terms of the relatively narrow range of abilities assessed and
the content of the curriculum, so that it efficiently separates the students
into level groupings within that program.

Put another way, a general proficiency test might be useful for
determining which language program is most appropriate for a student;
once in that program, a placement test would be necessary to determine
the level of study from which the student would most benefit. Both
proficiency and placement tests should be norm-referenced instruments
because decisions must be made on the students’ relative knowledge or
skill levels. However, as demonstrated in Brown (1984b), the degree to
which a test is effective in spreading students out is directly related to the
degree to which that test fits the ability levels of the students. Hence, a
proficiency test would typically be norm-referenced to a population of
students with a very wide band of language abilities and a variety of
purposes for using the language. In contrast, a placement test would
typically be norm-referenced to a narrower band of abilities and
purposes — usually the abilities and purposes of students at the beginning
of studies in a particular language program.

Consider, for example, the English Language Institute (ELI) at the
University of Hawaii at Manoa (UHM). All of the international students at
UHM have been fully admitted by the time they arrive. In order to have
been admitted, they must have taken the TOEFL and scored at least 500.
From our point of view, language proficiency test scores are used to
determine whether these students are eligible to study in the ELI and
follow a few courses at UHM. Those students who score 600 or above on
the TOEFL are told that they are completely exempt from ELI training.
Thus, | can safely say that most of the ELI students at UHM have scored
between 500 and 600 on the TOEFL.

Within the ELI, there are three tracks, each of which is focused on one
skill (reading, writing, or listening) and also up to three levels within each
track. As a result, the placement decisions and the tests upon which they
are based must be much more focused than the information provided by
TOEFL scores. The placement tests must provide information on each of
the three skills involved as well as on the language needed by students in
the relatively narrow proficiency range reflected in their TOEFL scores,
which were between 500 and 600. | see a big difference between our
general proficiency decisions and our placement decisions. While the
contrasts between proficiency and placement decisions may not be quite so
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clear in all programs, my definitions and ways of distinguishing between
proficiency and placement decisions should help teachers to think about
the program-level decisions and testing in their own language programs.

If a particular program is designed with levels that include beginners as
well as very advanced learners, a general proficiency test might adequately
serve as a placement instrument. However, such a wide range of abilities is
not common in the programs that | know about and, even when
appropriately measuring such general abilities, each test must be examined
in terms of how well it fits the abilities of the students and how well it
matches what is actually taught in the classrooms.

If there is a mismatch between the placement test and what is taught in
a program (as found in Brown 1981), the danger is that the groupings of
similar ability levels will simply not occur. For instance, consider an
elementary school ESL program in which a general grammar test is used
for placement. If the focus of the program is on oral communication at
three levels, and a pencil and paper test is used to place the children into
those levels, numerous problems may arise. Such a test is placing the
children into levels on the basis of their written grammar abilities. While
grammar ability may be related to oral proficiency, other factors may be
more important to successful oral communication. Such testing practices
could result in the oral abilities of the children in all three of the
(grammar-placed) levels being about the same in terms of average abilities
as well as range of abilities.

Some form of oral placement procedure (for example, the oral
proficiency scale of the American Council on the Teaching of Foreign
Languages 1986) might more accurately separate the children into three
ability-level groups for the purposes of teaching them oral communication
skills. However, the ACTFL scale was designed for assessing overall
language proficiency and therefore may be too general for making
responsible placement decisions in this particular elementary school
program. In addition, the ACTFL scale may only be tangentially related to
the goals and purposes of this particular school. Most importantly, the
ACTFL scale was designed with adult university students in mind, so it may
not be at all appropriate for elementary school children. Clearly then, the
purpose of a program, the range of abilities within the program, and the
type of students involved are factors that may make a proficiency test
inappropriate for purposes of testing placement. Typically, placement
decisions should be based on placement tests that have either been
designed with a specific program in mind or been seriously examined for
their appropriateness for the program in question.



14 Testing in Language Programs

Classroom-Level Decisions

Achievement decisions. All language teachers are in the business of
fostering achievement in the form of language learning. In fact, the
purpose of most language programs is to maximize the possibilities for
students to achieve a high degree of language learning. Hence, sooner or
later, most language teachers will find themselves interested in making
achievement decisions. Achievement decisions are decisions about the
amount of learning that students have done. Such decisions may involve
who will be advanced to the next level of study or which students should
graduate. Teachers may find themselves wanting to make rational
decisions that will help to improve achievement in their language
programs. Or they may find a need to make and justify changes in
curriculum design, staffing, facilities, materials, equipment, and so on.
Such decisions should most often be made with the aid of achievement test
scores.

Making decisions about the achievement of students and about ways to
improve that achievement usually involves testing to find out how much
each person has learned within the program. Thus, an achievement test
must be designed with very specific reference to a particular course. This
link with a specific program usually means that the achievement tests will be
directly based on course objectives and will therefore be criterion-
referenced. Such tests will typically be administered at the end of a course
to determine how effectively students have mastered the instructional
objectives.

Achievement tests must be not only very specifically designed to
measure the objectives of a given course but also flexible enough to help
teachers readily respond to what they learn from the test about the
students’ abilities, the students’ needs, and the students’ learning of the
course objectives. In other words, a good achievement test can tell
teachers a great deal about their students’ achievements and about the
adequacy of the course. Hence, while achievement tests should definitely
be used to make decisions about students’ levels of learning, they can also
be used to affect curriculum changes and to test those changes continually
against the program realities.

Diagnostic decisions. From time to time, teachers may also take an
interest in assessing the strengths and weaknesses of each individual
student vis-a-vis the instructional objectives for purposes of correcting an
individual’s deficiencies “before it is too late.” Diagnostic decisions are aimed
at fostering achievement by promoting strengths and eliminating the
weaknesses of individual students. Naturally, the primary concern of the
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teacher must be the entire group of students collectively, but some
attention can also be given to each individual student. Clearly, this last
category of decision is concerned with diagnosing problems that students
may be having in the learning process. While diagnostic decisions are
definitely related to achievement, diagnostic testing often requires more
detailed information about the very specific areas in which students have
strengths and weaknesses. The purpose is to help students and their
teachers to focus their efforts where they will be most effective.

As with an achievement test, a diagnostic test is designed to determine
the degree to which the specific instructional objectives of the course have
been accomplished. Hence, it should be criterion-referenced in nature.
While achievement decisions are usually focused on the degree to which
the objectives have been accomplished at the end of the program or
course, diagnostic decisions are normally made along the way as the
students are learning the language. As a result, diagnostic tests are typically
administered at the beginning or in the middle of a language course. In
fact, if constructed to reflect the instructional objectives, one CRT in three
equivalent forms could serve as a diagnostic tool at the beginning and
midpoints in a course and as an achievement test at the end (see Chapter 9
for more on the relationship between tests and curriculum). Perhaps the
most effective use of a diagnostic test is to report the performance level on
each objective (in a percentage) to each student so that he or she can
decide how and where to invest time and energy most profitably.
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SUMMARY

The following checklist should help you to select the correct type of test
for each type of decision thatyou face.

{J Have you decided the referencing of the test?

[J If the following six characteristics apply, the test you need is probably an
NRT.

[J The interpretation will be relative (each student’s performance will be
compared primarily to the performances of the other students).

[J The test will measure general language abilities or proficiencies.

{J The purpose of testing will be to spread students out along a continuum
of general abilities or proficiencies.

[] The scoresshould be normally distributed around a mean.

{J The test will have relatively few subtests with a wide variety of different
test question contents.

[] Students will have little or no idea what content to expect in questions.

{J If the following six characteristics apply, the test you need is probably a
CRT.

[T Interpretation will be absolute (each student’s performance will be
compared primarily to the amount, or percentage, of material learned).

[ The test will measure specific well-defined (perhaps objectives-based)
language points.

(] The purpose of the testing will be to assess the amount of material
known, or learned, by each student.

{3 If all students know all the material, they should all be able to score
100%b.

(3 The test will be made up of a series of short, well-defined subtests with
fairly similar questions in each.

] Studentswill know exactly what content to expect in test questions.

[ Have you decided the type of test that best matches the decision that you must
make?

[J (a.) If you check more of the qualities below (than in b.—d. below), the test
you need is probably a proficiency test.

[ The test is norm-referenced.
[ The test provides very general information.

[J The focus is on general skills, usually those prerequisite to program
entry.

[J The purpose of decision is toc compare individual’s overall performance
with other groups/individuals.

[0 Comparisons with other institutions make sense.
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[J The test is administered before entry and sometimes at exit.

(] (b.)If vou check more of the qualities below (than in a. or c.—d.), the test
you need is probably a placement test.

[ The test is norm-referenced.
[ The test provides general information.

[J The focus is on learning points offered in all levels and skills of
particular program.

[0 The purpose of decision is to find each student’s appropriate level
within the program.

{1 Comparisons within the program make sense.
{7 The test is usually administered at the beginning of the program.

[ (c.) If you check more of the qualities below (than in a.-b. or d.), the test
you need is probably an achievementtest.

[0 The test is criterion-referenced.
[] The test provides specific information.
[J The focus is on the terminal objectives of the course or program.

[J The purpose of the decision making is to determine the degree of
learning vis-a-vis program objectives.

[J Comparisons are directly related to the program objectives.
[J The test is administered at the end of the course or program.

[3J(d.)If you check more of the qualities below (than in a.-c.), the test you
need is probably a diagnostic test.

[] The test is criterion-referenced.
(] The test provides very specific information.
(] The focusis on terminal and enabling objectives.

(L] The purpose of the decision is to inform students and teachers of the
objectives needing more work.

[J Comparisons are directly related to program objectives.

O The test is administered at the beginning of the program to test
readiness or in the middle of courses to diagnose progress.
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TERMS AND SYMBOLS

achievement decisions
achievement test

criterion
criterion-referenced test (CRT)
diagnostic decisions
diagnostic test

instructional value

language testing functions
norm-referenced test (NRT)
percentage

percentile

placement decisions
placement test

proficiency decisions
proficiency test
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REVIEW QUESTIONS

1.

For which type of test (NRT or CRT) would you expect the interpretation
to be absolute? For which type would it be relative?

. For which type of test (NRT or CRT) would you expect the scores to

spread students out along a continuum of general abilities or
proficiencies?

. For which type of test (NRT or CRT) would you expect all the students to

be able to score 100% if they knew all of what was taught?

For which type of test (NRT or CRT) would the students usually have little
or no idea what content to expect in questions?

. “Forwhich type of test (NRT or CRT) would you expect to find a series of

short, well-defined subtests with fairly similar test questions in each?

. For which type of decision (proficiency, placement, diagnostic, or

achievement) would you use a test that is designed to find each student’s
appropriate level within a particular program?

. For which type of decision (proficiency, placement, diagnostic, or

achievement) would you use a test that is designed to inform students and
teachers of objectives needing more work?

. For which type of decision (proficiency, placement, diagnostic, or

10.

achievement) would you use a test that is designed to determine the
degree of learning (with respect to the program objectives) that had taken
place by the end of a course or program?

. For which type of decision (proficiency, placement, diagnostic, or

achievement) would you use a test that is designed to compare an
individual’s overall performance with that of groups/individuals at other
institutions?

Do you think that the concepts behind CRTs and NRTs can be mixed into
one test? If so, how and why?
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APPLICATION EXERCISES

A. Consider some specific language teaching situation in an elementary
school, a secondary school, a commercial language center, a university
intensive program, or other language teaching setting. Think of one type of
decision that administrators and teachers must make in that language
program. Decide what type of decision it is (proficiency, placement,
diagnostic, or achievement).

B. Now describe the test that you would recommend using to make the
decision that you selected in part A. Decide what type of test you would use
and what it should be like in terms of overall characteristics, as well as the
skills tested, level of difficulty, length, administration time, scoring, and type
of report given to teachers and students.

C. Best of all, if you have the opportunity, match a real test to a real decision in
some language program; administer, score, interpret, and report the results
of the test; and make or help others make the appropriate decisions so that
they minimize any potential negative effects on the students’ lives.



CHAPTER 2

ADOPTING, DEVELOPING, AND ADAPTING
LANGUAGE TESTS

The first contact that many students have with a foreign or second
language program is the relatively cold, detached, and “objective”
experience of taking a placement examination. Placement tests are
important in most programs because of the necessity for sorting students
into relauvely similar ability groups, sometimes within specific content or
skill areas. Establishing homogeneous classes is often considered desirable
because teachers can then focus their attention on a relatively narrow set of
language learning goals in each class. Regardless of the benefits, many
studentstend to be apprehensive, even terrified, of placement tests.

Other tests are designed to monitor the students’ learning, or
achievement. These tests may also be high-anxiety experiences for some
students. Like the placement procedures, achievement tests are necessary.
In this case, they are necessary as periodic checks on the students’
progress, as well as checks on the quality of the program of instruction
being offered. Since students often dread going through placement and
achievement tests, or the proficiency and diagnostic tests also discussed in
Chapter 1, teachers should make every effort to see that they make
responsible decisions based on the results.

When most teachers first think of a test, they think of a multiple-choice
standardized test like the Scholastic Aptitude Test, American College Testing
Program, Graduate Record Examination, or the equivalent in other countries.
When North American teachers think of ESL testing, they probably think
of the Test of English as a Foreign Language (Educational Testing Service
1994). These tests (more commonly known by their acronyms, SAT, ACT,
GRE, and TOEFL, respectively) are important and influential tests, but
they represent just one type of test, a type that comes from one testing
tradition. Testing in general and language testing in particular are far
more complex than that one tradition might indicate. In fact, numerous
issues influence the kinds of choices that teachers must make if they want
to develop an effective testing program at their institution. | explore these
perspectives in this chapter as a.series of testing issues, each of which can be
described and thought about separately. Nonetheless, all these issues must
be considered simultaneously when adopting, developing, or adapting
proficiency, placement, achievement, and diagnostic tests for any language
program. Each issue involves one way of characterizing language tests and,
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taken together, these issues must all be considered in classifying and
describing language tests in a state of the art manner. Thus, thinking about
these issues will help teachers to understand the central concerns of
language testing and language test design.

Generally speaking, all these issues can be classified as either theoretical
or practical. However, the distinction that | make here between theory and
practice is not clear-cut with definite boundaries. The distinction is made
primarily to organize the discussion of the issues involved. As | will
explain, the theoretical and practical issues described here interact with
each other in complex and unpredictable ways. Thus, labeling these issues
as theoretical or practical may aid in discussing and remembering them,
but it will not keep them separate in reality. Nevertheless, teachers will find
it useful to consider all the issues discussed in this chapter whenever they
are putting tests in place in their own language program.

THEORETICAL ISSUES

The theoretical issues that | address have to do with what tests should
look like and what they should do. These issues have a great deal to do
with how a group of teachers feels that their course or program fits
pedagogically within the overall field of language teaching. Theoretical
issues may include pedagogical beliefs in various language teaching
methodologies ranging from grammar-translation to communicative
language teaching, or beliefs in the relative importance of the skills that
teachers will teach and test in their program (written or oral, productive or
receptive, and various combinations of the four), Other theoretical issues
may range from the linguistic distinction between competence and
performance to the purely testing distinction among the various types of
tests that are available in language teaching. These test types range from
what are called discrete-point to integrative tests and various combinations
of the two. | discuss each of these issues in turn and then look at some of
the ways in which they niay interact with each other. Remember, they are
just theoretical viewpoints on what tests should look like and what they
should do.

One problem that arises is that language teaching professionals often
disagree on these issues. In addition, since tests are instruments developed
by people to make decisions about other people, test development and test
administration are inherently political activities. Thus, a program’s posi-
tion on the various issues should be decided, perhaps by consensus, or at
least discussed whenever new tests are being put into place. Recognizing
the political nature of testing early in the process can stave off many
problems later.
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The Language Teaching Methodology Issue

Since views of what constitutes good language teaching vary widely
throughout the profession, ideas about what constitutes a good test will
probably also differ. Taking just the language teaching methodology issue
that | mentioned earlier, consider how a teacher like the mythical Miss
Fiditch (of the granny glasses, hair-in-a-bun, ruler-in-hand, structuralist
school of language teaching) might argue with the much more real, and
realistic, Sandra Savignon, who was one of the early advocates of
communicative testing (see Savignon 1972) and continues to be active on
testing issues (Savignon 1985; Bachman & Savignon 1986). Miss Fiditch
would tolerate only strict testing of knowledge of grammar rules probably
through translation of a selection from the “great books” of the target
language into the mother tongue. Savignon, on the other hand, advocated
testing “the students’ ability to communicate in four different
communicative contexts: discussion, information-getting, reporting, and
description” (1972, p. 41). How did language testing get from the extreme
represented by Miss Fiditch to the more modern views of Savignon?

An exceptionally short history of language testing. Spolsky (1978) and
Hinofotis (1981) both have pointed out that language testing can be
broken into periods, or trends, of development. Hinofotis labeled them
the prescientific period, the psychometric/structuralist period, and the
integrative/sociolinguistic period. | use the term movements instead of
periods to describe them because they overlap chronologically and can be
said to co-exist today in different parts of the world.

The prescientific movement in language testing is associated with the
grammar-translation approaches to language teaching. Since such
approaches have existed for ages, the end of this movement is usually
delimited rather than its beginning. | infer from Hinofotis’s article that the
prescientific movement ended with the onset of the psychometric-
structuralist movement, but clearly such movements have no end in
language teaching because, without a doubt, such teaching and testing
practices are going on in many parts of the world at this very moment.

The prescientific movement is characterized by translation and free
composition tests developed exclusively by the classroom teachers, who are
on their own when it comes to developing tests. One problem that arises
with these types of tests is that they are relatively difficult to score
objectively. Thus, subjectivity becomes an important factor in the scoring
of such tests. Perhaps, mercifully, there were no language testing specialists
involved in the prescientific movement. Hence, there was little concern
with the application of statistical techniques such as descriptive statistics,
reliability coefficients, validity studies, and so forth. Some teachers may
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think back to such a situation with a certain nostalgia for its simplicity, but
along with the lack of concern with statistics came an attendant lack of
concern with concepts like objectivity, reliability, and validity —that is, a
lack of concern with making fair, consistent, and correct decisions about
the lives of the students involved. Teachers today would definitely not
advocate such unfair practices with regard to their students (and would
complain even more vigorously if such lax practices were applied to
themselves as students in a teacher training course).

With the onset of the psychometric-structuralist movement of language
testing, worries about the objectivity, reliability, and validity of tests began to
arise. Largely because of an interaction between linguists and specialists in
psychological and educational measurement, language tests became
increasingly scientific, reliable, and precise. Psychometric-structuralist tests
typically set out to measure the discrete structure points (Carroll 1972)
being taught in audio-lingual and related teaching methods of the time. As
with the language teaching methods, these tests were influenced by
behavioral psychology. The psychometric-structuralist movement saw the
rise of the first carefully designed and standardized tests like the Test of
English as a Foreign Language (first introduced in 1963), the Michigan Test of
English Language Proficiency: Form A (University of Michigan 1961), Modern
Language Association Foreign Language Proficiency Tests for Teachers and
Aduanced Students (Educational Testing Service 1968), Comprehensive English
Language Test for Speakers of English as a Second Language (Harris & Palmer
1970), and many others. Such tests, usually in multiple-choice format, are
easy to administer and score and are carefully constructed to be objective,
reliable, and valid. Thus, they are an improvement on the testing practices
of the prescientific movement.

The psychometric-structuralist movement is important because for the
first time language test development follows scientific principles. In
addition, psychometric-structuralist test development is squarely in the
hands of trained linguists and language testers. As a result, statistical
analyzes are used for the first time. Psychometric-structuralist tests are still
very much in evidence around the world, but they have been
supplemented (and in some cases, supplanted) by what Carroll (1972)
labeled integrative tests.

T he integrative-sociolinguistic movement has its roots in the argument that
language is creative. More precisely, language professionals began to
believe that language is more than the sum of the discrete parts being
tested during the psychometric-structuralist movement. Beginning with
the work of sociolinguists like Hymes (1967), it was felt that the
development of communicative competence depended on more than
simple grammatical control of the language; communicative competence
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also hinged on knowledge of the language appropriate for different
situations. Tests typical of this movement were the cloze test and dictation,
both of which assess the student’s ability to manipulate language within a
context of extended text rather than in a collection of discrete-point
questions. The possibility of testing language in context led to further
arguments (Oller 1979) for the benefits of integrative tests with regard to
pragmatics (that is, the ways that linguistic and extra-linguistic elements of
language are interrelated and relevant to human experience). The
integrative-sociolinyuistic movement is probably most important because it
questions the linguistic assumptions of the previous structuralist movement
yet uses the psychometric tools made available by that movement to explore
language testing techniques designed to assess contextualized language.

Hinofotis, in her discussion of trends for the 1980s, suggests that the
influence of notional-functional syllabuses and English for specific
purposes have added new elements to language testing, including new
attempts to define communicative competence. She refers to Briére
1979) and Canale and Swain (1981). Other useful references might
include Canale and Swain (1980), Canale (1983), and Bachman (1990).
Perhaps there will be a trend toward performance-based tests —that is, tests
that require the students to use the language to perform a task. Such a
task, if well-designed, might in turn dictate that the student do something
(for instance, solve a problem) by means of the language. Such a test
might be oriented toward unpredictable data in the same way that real-life
interactions between speakers are unpredictable. Maybe the tests of the
future will focus on authentic and purposeful language situations where
the student is attempting to communicate some real message. This may
necessarily lead to a partial shift away from objective and seemingly
dispassionate measures of language ability to more subjective ratings of
students’ language performance. No one really knows what directions
language teaching and testing will take, but it seems clear that, beginning
with Savignon (1972), there has been a new direction in language testing
which might usefully be labeled the communicative movement.

The methodology issue, initially described in terms of language
teaching practices ranging from those advocated by teachers from “Miss
Fiditch” to Sandra Savignon (that is, structuralist to communicative), has
serious implications in thinking about historical movements within
language testing, as well as important ramifications for the decisions that
teachers make about which types of tests to use in their language programs.

For instance, different theoretical views on linguistics and language
teaching may exist in any program. These views might vary from teachers
who still believe in a structural approach to others who passionately argue
for communicative language teaching—with the bulk of the teachers
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falling somewhere in between. The degree to which different teachers
believe in various language teaching theories (even if they do not know
what they are called) can strongly influence the teaching in a program and
also the choices made in testing. Thus, a program will have to come to
grips with such differences before any serious efforts can be made to
implement tests of one type or another.

Two Skills-based Issues

The subtests on language tests are often separated into skill areas like
reading, writing, listening, and speaking. An example of such skills-based
subtests is the TOEFL, which currently reports subtest scores for (a)
Listening Comprehension, (b) Structure and Written Expression, and (c)
Vocabulary and Reading Comprehension (see Educational Testing Service
1994). In the English Language Institute at the University of Hawaii, where
the core courses consist of levels within the listening, reading, and writing
skills, we also organize our placement testing around skill areas with a
placement battery that includes two subtests each for listening, reading,
and writing, aswell as a placement interview.

The channel issue. Language teachers and testers can benefit from
thinking about such subtests in terms of the channel used for
communication — that is, written or oral. For instance, reading and writing
subtests can be lumped together and referred to as written channel subtests
because they both involve language written on paper. Listening and
speaking subtests, on the other hand, would more properly be labeled oral
channel subtests because they involve the use of sound to communicate.
Examples of tests that primarily assess the students’ abilities to use the
written channel would include a range from reading comprehension tests
to compositions; examples of tests that primarily assess the students’
abilities to function in the oral channel might range from a test of how well
they can follow directions in the language to a public-speaking task that
they must perform for a grade.

The mode issue. Some tests also necessitate the simultaneous use’ of
two skills within a single channel. For instance, an oral interview
procedure like the Interagency Language Roundtable Oral Interview (ILR 1982)
may require the students to understand and produce spoken language.
While the raters consider each skill separately, the net result is a single
score that probably reflects some combined rating of both the listening and
speaking skills. In such situations, a distinction between productive and
receptive modes of communication can be useful. The productive mode
includes those skills used to send information to others in the form of
sound or light waves, or, put another way, those skills used to create the
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outward manifestations of language by writing or speaking. The receptive
mode includes those skills that involve receiving and understanding the
message from others — that is, reading and listening.

Examples of tests that primarily assess the students’ abilities to use the
productive mode would include a range of tasks from composition
assignments to graded public speeches. Examples of tests that primarily
assess the students’ abilities to function in the receptive mode would range
from tests of reading comprehension to tests of how well spoken directions
in the language can be followed.

In language testing, teachers must realize that certain types of test
questions are more closely related to testing the receptive skills and others
are more closely associated with productive skills. Consider what is
involved in answering true-false, multiple-choice, or matching tests. The
activities are predominantly receptive, right? The student looks at a
question and selects the correct answer, both of which are receptive
activities. The only productive action a student must do is to mark the
answer, which is an activity that, in itself, has little to do with language.
Conversely, consider what is going on when a student answers a fill-in,
short-response, or essay test. With the fill-in type of question, both
receptive mode (reading the question) and productive mode (writing a
word or phrase in a blank) are about equally involved. However, as the
responses lengthen, as on an essay examination, the productive mode
becomes more and more important to answering each question correctly.
Teachers should keep these distinctions in mind when deciding what types
of questions to use in testing the various skills.

Interactions of skills-based issues. In the previous section, the same
example tests were used to explain channels and modes. This is possible
because a test necessarily taps at least one channel and one mode at any
given time. Thus, reading comprehension tests are typically viewed as
receptive mode tests of the written channel. Composition tests also involve
the written channel, but they are in the productive mode. Figure 2.1 shows
how these two channels and two modes can co-exist. Notice that the
channels are labeled across the top of the figure while the modes are
labeled to the left. Inside the boxes, examples of each possible
combination of channel and mode have been provided.

Sometimes tests become even more complex, assessing two modes at
the same time, or two channels simultaneously. The possible combinations
are obviously numerous. Consider a composition test where students are
required to read a two-page academic passage and then analyze it in their
written composition. One part of the campus-wide writing test for all
incoming freshmen at the University of Hawaii takes this form, which
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CHANNELS
Written Oral
Receptive Reading Listening
Comprehension Comprehension
MODES
Productive Composition Speaking

Figure 2.1: Skills-Based Issues

combines the reading and writing skills. What channel(s) are they being
required to use? Written only, right? And what mode(s)? The students
must first read the passage (receptive) and then write a composition based
on it (productive).

Consider also the commonly used dictation task. Dictation is
sometimes used in language programs to test listening ability. Given the
nature of the distinctions discussed above, what channel(s) are involved in
taking a dictation? And what mode(s)? The student must understand what
is being dictated, thus utilizing the oral channel, but must also be able to
write it down, which is tapping the written channel. The student must
receive the message, which is receptive mode, and must put it on paper,
which is productive mode. After considering the dictation as it relates to
these different issues, is it still logical to view it as a test of listening ability,
or is it perhaps something more complex?

Thus, thinking about what is actually happening in language tests can
be enhanced by thinking in terms of the productive and receptive modes
and the written and oral channels. Remember, however, that various
combinations are possible. For instance, a test like dictation is best
described as partially written channel and partially oral channel, as well as
partially receptive mode and partially productive mode. Hopefully,
knowing about these issues will help teachers to better understand what
they are testing.
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The Competence/Performance 1ssue

Much elaboration has been made in linguistics on the distinction
originally proposed by Chomsky between competence and performance.
Chomsky (1965, p. 4) differentiates between the two as follows: “competence
(the speaker-hearer’s knowledge of his language) and performance (the
actual use of language in concrete situations).” This distinction has some
interesting ramifications for language testing. If linguistic performance is
viewed as imperfect and full of flaws, even in native speakers, such
performance can only be taken as an outward manifestation of the
underlying but unobservable linguistic competence. If such a difference
exists for native speakers of a language, the difference may be even more
pronounced in non-native speakers.

This distinction can help teachers to realize that tests are at best fairly
artificial observations of a student’s performance, and performance is only
an imperfect reflection of the underlying competence. Since both
competence and performance are of interest to language teachers, they
must be very careful in their interpretation of test results to remember that
performance is only part of the picture—a part that is a second-hand
observation of competence.

In testing circles, the underlying competence is more often described in
terms of a psychological construct (see Chapter 7 for much more on this
concept). An example of a construct in our field is the notion of overall
English as a foreign language proficiency. Thus, a student’s competence in
EFL might more readily be discussed as overall EFL proficiency, which is a
psychological construct. However, even a relatively successful attempt to
test this construct, as with the TOEFL, only provides an estimate of the
student’s performance, which is only a reflection of the underlying
construct, or competence. The important thing to remember, in my view,
is that language testing can provide an estimate of a student’s performance
(sometimes from various angles as in listening, reading, and grammar
subtests) but never provides a direct measure of the actual competence
that underlies the performance.

The Discrete-point/Integrative I1ssue

Another issue that concerns language testers has to do with the
different types of tests, which can range from discrete-point tests to
integrative tests. Various combinations of these two types are possible as
well (see Farhady 1979 for a discussion of this issue).

Discrete-point tests are those which measure the small bits and pieces of a
language, as in a multiple-choice test made up of questions constructed to
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measure students’ knowledge of different structures. One question on
such an ESL test might be written to measure whether the students know
the distinction between a and an in English. A major assumption that
underlies the use of questions like this is that a collection of such discrete-
point questions covering different structures (or other language learning
points), if taken together as a single score, will produce a measure of some
more global aspect of language ability. In other words, a teacher who
believes in discrete-point tests would argue that scores based on the
administration of fifty narrowly defined discrete-point, multiple-choice
questions covering a variety of English grammatical structures will reveal
something about the students’ overall proficiency in grammar. Anyone
holding the psychometric-structuralist view of language teaching and
testing would probably be comfortable developing a test along these lines.
A corollary to this general view would be that the individual skills (reading,
writing, listening, and speaking) can be tested separately and that different
aspects of these skills (pronunciation,grammar, vocabulary, culture, and so
forth) can also be assessed as isolated phenomena.

As noted above, however, not all testers and teachers are comfortable
with the discrete-point view of testing. Integrative tests are those designed to
use several skills at one time, or more precisely, to employ different channels
and/or modes of the language simultaneously and in the context of
extended text or discourse. Consider dictation as a test type. The student is
usually asked to listen carefully and write down a short prose passage as it is
read aloud three times (WMithor without pauses) by the teacher or played on
a tape. The skillsinvolved are at least listening comprehension and writing,
but different aspects of these two skills come into play as well. Sometimes
handwriting is a factor; certainly distinguishing between phonemes is
important as is grammatical ability. In short, dictation is testing many
different things at the same time (including the receptive and productive
modes in the oral and written channels) and does so in the context of
extended text. Advocates of the integrative-sociolinguistic movement would
argue that such a test is complex, as actual language use is complex. They
would also argue that the language in integrative procedures like dictation,
cloze test, and writing samples is being tested in the more natural, or at least
larger, context of extended text (see Oller 1979).

Along the continuum between the most discrete-point types of tests and
the most integrative, other kinds of tests are in a sense both integrative and
discrete-point in nature. Consider a typical reading test in which the
student is asked to read a passage and then answer multiple-choice fact,
vocabulary, and inference questions about the passage. Viewing this task as
a combination of reading a passage and integrating that reading into
answering questions at different conceptual levels (that is, fact, vocabulary,
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and inference) might lead a teacher to conclude that reading
comprehension is an integrative test. Yet looking at the very focused
nature of the fact and vocabulary questions, a discrete-point label would
come to mind. The point is that the sometimes useful distinction between
discrete-point and integrative tests is not always clear.

PRACTICAL ISSUES

The practical issues that | address have to do with physically putting tests
into place in a program. Teachers may find themselves concerned with the
degree to which tests are fair in terms of objectivity. Or they may have to
decide whether to keep the tests cheap or fight for the resources necessary
to do a quality job of testing. Teachers may also be concerned about the
logistics of testing. For instance, they may be worried about the relative
difficulty of constructing, administering, and scoring different types of
tests. In discussing each of these practical issues, | illustrate how each
works and how it interrelates with the other practical issues.

The Fairness Issue

Fairness can be defined as the degree to which a test treats every student
the same or the degree to which it is impartial. Teachers would generally
like to ensure that their personal feelings do not interfere with fair
assessment of the students or bias the assignment of scores. The aim in
maximizing objectivity is to give each student an equal chance to do well.
So teachers and testers often do everything in their power to find test
guestions, administration procedures, scoring methods, and reporting
policies that optimize the chances that each student will receive equal and
fair treatment. This tendency to seek objectivity has led to the proliferation
of “objective” tests, which is to say tests, usually multiple-choice, which
minimize the possibility of varying treatment for different students. Since
such tests can and often are scored by machine, the process is maximally
dispassionate and therefore objective.

However, many of the elements of any language course may not be
testable in the most objective test types, such as multiple-choice, true-false,
and matching. Whether teachers like it or not, one day they will have to
recognize that they are not able to measure everything impartially and
objectively. Consider what would happen if a group of adult education ESL
teachers decided to test their students” communicative abilities. In thinking
through such a test, they would probably decide that a multiple-choice
format is not appropriate and that, instead, they need to set up situations,
probably role plays, in which the students would use the spoken language in
interactions with other students (or with native speakers if they can convince
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some to help out). Having set up the testing situations, they would then
have to decide how the performance of each student would be scored and
compared to the performances of all other students.

They might begin by designing some sort of scale, which includes
descriptions of what they are looking for in the language use of their adult
education students — that is, whether they want to score for grammatical
accuracy, fluency, clear pronunciation, ability to use specific functions, or
any of the myriad other possible focuses. The teachers might then have to
further analyze and describe each area of focus in order to provide
descriptive categories that would help them to assign so many points for
excellent performance, fewer points for mediocre performance, and no
points for poor performance. All this is possible and even admirable if
their methodological perspective is communicative. The problem is not
with the scale itself but rather with the person who would inevitably assign
the scores on such a test. Can any person ever be completely objective
when assigning such ratings? Of course not.

There are a number of test types that necessitate rater judgments like
that just described. These tend to be toward the integrative end of the
discrete-point to integrative continuum and include tests like oral
interviews, translations, and compositions. Such tests ultimately require
someone to use some scale to rate the written or spoken language that the
students produce. The results must eventually be rated by some scorer, and
there is always a threat to objectivity when these types of tests are used. The
problem is not whether the test is objective but rather the degree of
subjectivity that the teachers are willing to accept. For example, the
University of Hawaii ELI placement test mixes relatively objective subtests
like multiple-choice reading, multiple-choice proofreading, and multiple-
choice academic listening subtests with a fairlyjudgmental, and therefore
relatively subjective, composition subtest. We also have cloze and dictation
subtests, which cannot be classed as entirely objective (because some
judgments must be made) nor completely subjective (because the range of
possibilities for thosejudgments is fairly restricted).

Thus, teachers may find that their thinking about this issue cannot be
framed in absolutes but instead must center on the trade-offs that are
sometimes necessary in testing theoretically desirable elements of student
production while trying to maintain a relatively high degree of objectivity.

The Cost Issue

In the best of all possible worlds, unlimited time and funds would be
available for teaching and testing languages. Unfortunately, this is rarely
true. Most teachers are to some degree underpaid and overworked and
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must constantly make decisions that are based on how expensive some
aspect of teaching, or testing, may turn out to be. This issue affects all the
other issues covered in this chapter, so it cannot be ignored even if it seems
self-evident. Lack of funds can cause the abandonment of otherwise well
thought out theoretical and practical positions that teachers have taken
(and cause them to do things that they would previously have found
detestable). Consider the example of the adult education ESL
communicative test that | just discussed. The teachers might have decided,
for sound and defensible theoretical reasons, to include such a test in their
placement battery. They could also have agreed to tolerate a certain
amount of subjectivity in order to achieve their collective theoretical ends.
Thev develop a scale and procedures for administering the test and take
them proudly to the department head who says that it is absolutely
impossible to conduct these interviews because of the time (and therefore
cost) involved in paying teachers to do the ratings.

Something happens to teachers when they become administrators. |
know that this is true because | watched it happen to me. When 1 first
became a language teacher, | staunchly detested multiple-choice tests
because | could not see how they represented students’ abilities to actually
use language in real situations. After all, people rarely communicate in
real life with four optional answers provided. However, when | became an
administrator, | found myself arguing for large-scale placement testing in
machine-scorable, multiple-choice formats—a position based on the fact
that such testing is relatively easy and cheap to administer and score.
While testing each student individually may sometimes be desirable,
teachers must recognize that it is very expensive in terms of both time and
money. Nevertheless, if a group of teachers decides that interviews or role
plays are worth doing, they must somehow find enough funding so that the
testing can be done well.

Logistical Issues

Other logistical concerns must also be addressed in any language
testing situation, especially the relative degree to which a particular test or
subtest is easy to construct, administer, and score. As | will explain, certain
trade-offs are often necessary among these issues.

Ease of test construction. Special considerations with regard to test
construction can range from deciding how long the test should be to
considering what types of questions to use. All things being equal, a long
test of say 100 questions is likely to be better than a short test in terms of
the consistency and accuracy of what is being measured. This is logical
gwven that a onequestion, multiple-choice test is not likely to be as accurate
in assessing students’ performance as a two-question test, or a tenquestion
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test, or a fifty-question test. In which test should teachers have the most
confidence? The fifty-question test, right? The problem is that this
characteristic of tests is in direct conflict with the fact that short tests are
easier to write than long ones. One goal of many test development projects
is to find the “happy medium” —that is, the shortest test length that does a
consistent and accurate job of testing the students (see Chapter 7 for more
on the relationship between test length and reliability).

Another test construction issue involves the degree to which different
types of tests are easy or difficult to produce. Some test types (for instance,
a composition test) are relatively easy to construct. A teacher needs only to
think of a good topic for the students to write on and make up some test
directions that specify how long the students will have to write and perhaps
the types of things that the teacher will be looking for in scoring the writing
samples. Dictation tests are also easy to construct: just find an appropriate
passage, provide paper, read the passage aloud (perhaps once straight
through, a second time in phrases with pauses so that students can write,
and a third time straight through for proofreading), and have the students
write the passage down. Short-answer questions and translations are also
relatively easy to construct. Constructing a cloze test is somewhat more
difficult: find an appropriate passage, and type it up replacing every tenth
word (or every seventh word, or every thirteenth word, etc.) with a
numbered blank (for evidence that this process is not quite as easy as it
seems, see Brown 1984b).

Writing fill-in, matching, true-false, and multiple-choice questions is
more difficult, as | explain in the next chapter. Most language testers find
that writing sound multiple-choice questions is the most difficult of these.
Anyone who does not find that to be the case might want to look very
carefully at his or her questions to see if they are indeed sound and
effective. With these more restricted and receptive types of test questions,
questions must be carefully constructed so that the correct answers are
truly correct and incorrect answers are really wrong. Any teacher who has
ever tried this will verify that the process of writing such questions can
quickly become timeconsuming.

Ease of test administration. My experience also indicates that ease of
administration is a very important issue because testing is a human activity
that is very prone to mix-ups and confusion. Perhaps this problem results
from the fact that students are often nervous during a test and teachers are
under pressure. The degree to which a test is easy to administer will
depend on the amount of time it takes, the number of subtests involved,
the amount of equipment and materials required to administer it, and the
amount of guidance that the students need during the test. A short thirty-
question, 15-minute, one-page cloze test with clear directions is relatively
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easy to administer. A one-hour, lecture-listening test based on a video tape
that requires the students to write an essay will probably be relatively
difficult to administer. Like so many of the issues discussed here, ease of
administration must be considered in the trade-offs that seem to plague the
choices that teachers must make in testing language.

Ease of test scoring. Ease of scoring is an important issue because a test
that is easy to score is cheaper and is less likely to result in scorers
making simple tallying, counting, and copying mistakes that might affect
the students’ scores. Most teachers will agree that such scoring mistakes
are undesirable because they are not fair to the students, but I am willing
to wager that any teacher who has served as a scorer in a pressure-filled
testing situation has made such scoring mistakes. In one composition
scoring situation, | found that ten language teachers made numerous
mistakes in adding five two-digit subscores to find each student’s total score.
These mistakes affected 20% of the compositions, and no teacher (myself
included) was immune. The best that teachers can hope to do is to
minimize mistakes in scoring by making the processes as simple and clear as
humanly possible and by double- and triple-checking those parts of the
process that are error prone.

Ease of scoring seems to be inversely related to the ease of constructing
a test type. In other words, the easiest types of tests to construct initially
(composition, dictation, translation, and so forth) are usually the most
difficult to score (and least objective), while those test types that are more
difficult to construct initially (multiple-choice, true-false, matching, and so
forth) are usually the easiest to score (and most objective).

INTERACTIONS OF THEORETICALAND PRACTICAL ISSUES

While it may seem redundant, I must stress the importance of
recognizing that each of the theoretical and practical issues discussed
above can and will interact with all the others —sometimesin predictable
patterns and at other times in unpredictable ways. For instance, if a group
of high-school language teachers want to develop a test that, from a
theoretical point of view, is communicative yet integrative and measures
productive skills, they may have to accept that the test will be relatively
subjective, expensive, and hard to administer and score. If, on the other
hand, they decide they want a test that is very objective and easy to
administer and score, they may have to accept the fact that the questions
must be relatively discrete-point (and therefore difficult to write) so that
the answer sheets can be machine-scorable. This decision will naturally
result in a test that is less communicative and that focuses mostly on
receptive skills. | am not arguing for one type of test or the other. | am,
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however, arguing that trade-offs are linked to the many testing issues
discussed in this chapter.

ADOPT, DEVELOP, OR ADAPT?

In adopting, developing, or adapting language tests for a particular
situation, teachers may be surprised at the diversity of opinion that exists
about what a good test should include. Some teachers may have naive
views of what a test should be, while others hold very sophisticated, very
idealistic, or impractical views. For instance, those teachers who studied
languages in the audio-lingual tradition often think of a language test as a
longer and more varied form of the transformation drill, while colleagues
who have recently graduated from M.A. or Ph.D. programs may be talking
about communicative, task-based procedures that take two teachers 20
minutes per student to administer.

The appropriate managerial strategies for developing tests must, of
course, be tailored to each situation. But every management strategy falls
somewhere along a continuum that ranges from authoritarian to
democratic. Since most language teachers of my acquaintance do not take
well to dictatorial administrative practices, | find that the best strategies to
employ are those which involve the teachers in the process of adopting,
developing, or adapting tests. An additional benefit, of course, is the fact
that they can usually be drawn into contributing more than just their ideas
and opinions. Since testing sometimes involves long hours of work (often
with no extra pay), any help that colleagues can give will help.

Once a consensus has been achieved as to the purpose and type of test
to employ, a strategy must be worked out that will maximize the quality and
effectiveness of the test that is eventually put into place. In the best of all
possible worlds, each program would have a resident testing expert, whose
entire job is to develop tests especially tailored for that program. But even
in the worst of all possible worlds, rational decisions can be made in
selecting commercially available tests if certain guidelines are followed. In
many cases, any rational approach to testing will be a vast improvement
over the existing conditions. Between these two extremes (developing tests
from scratch or adopting them from commercial sources on pure faith) is
the notion of adapting existing tests and materials so that they better serve
the purposes of the program.

The main point | am making is that tests are, or should be, situation-
specific. Since a test can be very effective in one situation with one
particular group of students and be virtually useless in another, teachers
cannot simply go out and buy a commercial test and automatically expect it
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to work with all their students. That commercial test may have been
developed for an entirely different type of student and for entirely different
purposes. The goal of this section is to provide teachers with rational bases
for adopting, developing, or adapting language tests so that the tests will be
maximally useful in their specific language programs.

Adopting Language Tests

The tests that are used in language programs are often adopted from
sources outside of the program. This may mean that the tests are bought
from commercial publishing houses, adopted from other language
programs, or pulled straight from the current textbook. Given differences
that existamong the participants in the various language programs around
the world (for instance, differences in sex, number of languages previously
studied, type of educational background, educational level, levels of
proficiency, and so forth), it is probable that many of the tests acquired
from external sources are being used with students quite different from
those envisioned when the tests were originally developed and
standardized. Using tests with the wrong types of students can result in
mismatches between the tests and the abilities of the students as well as
mismatches between the tests and the purposes of the program. For
instance, many placement decisions, ones that dramatically affect the lives
of the students (in terms of tuition costs, time, and effort), may be based on
test questions quite unrelated to the needs of the particular students in a
given language program or questions unrelated to the curriculum being
taught in that program. Such practices are irresponsible and should be
corrected.

Selecting good tests to match the purposes of a particular language
program is therefore very important. However, properly making these
matches is often difficult because of the technical aspects of testing that
many language teachers find intimidating. In searching for tests that are
suitable for a program, teachers and administrators may therefore wish to
begin by looking for test reviews. These are usually written by testing
specialists and are useful in the same way that book reviews are. Test
reviews sometimes appear in the review sections of language teaching
journals along with reviews of textbooks and professional volumes.
Naturally, testing is not the focus of these journals, so such reviews tend to
appear infrequently. Language Testingis ajournal that specializesin articles
on testing and therefore is more likely to provide test reviews. These
reviews are sometimes fairly technical because the intended audience is
testing specialists. For teachers of ESL/EFL, Alderson, Krahnke, and
Stansfield (1987) offer a book that provides a collection of practical and
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useful test reviews. Most of the major tests available for ESL in 1987 are
reviewed.

Other approaches that teachers might want to use to improve their
abilities to select quality tests for their programs would include: (a)
informing themselves about language testing through taking a course or
reading up on it, (b) hiring a new teacher, who also happens to have an
interest in, or already knows about, the subject of testing, and (c) giving
one member of the faculty release time to become informed on the topic.
In all cases, the checklist provided in Table 2.1 should (with some
background in testing) aid in selecting tests that more or less match the
purposes of a language program.

In using the checklist, teachers should look at the test manual provided
by the publisher and begin by considering the general facts about the test.
What is the title? Who wrote it? Where and when was it published? As
shown in Table 2.1, the theoretical orientation of the test should probably
be reviewed next. Is it in the correct family of tests (NRT or CRT) for the
program’s purposes? Is it designed for the type of decisions involved?
Does it match the methodological orientation of the teachers and the goals
of the curriculum? What about the skills tested? Are they productive or
receptive modes? Are they written or oral channels? What combinations
of modes and channels are required of the students? And how are they
likely to interact? What types of subtests are involved? Are they discrete-
point or integrative, or some combination of the two?

In terms of practical orientation, a number of issues must also be
considered. For instance, to what degree is the test objective? Will
allowances have to be made for subjectivity? What about cost? Is the test
too expensive for the program, or just about right? What about logistics?
Is the test going to be easy to put together, administer, and score?

In terms of test characteristics, the nature of the test questions must be
considered. What are the students confronted with in the receptive mode?
And what are they expected to do in the productive mode? If the test is
designed for norm-referenced decisions, is information about norms and
standardized scores provided? Does the test seem to be aimed at the
correct group of students and organized to test the skills that are taught in
the program? How many parts and separate scores will there be, and are
they all necessary? Do the types of test questions reflect the productive and
receptive types of techniques and exercises that are used in the program?
Is the test described clearly, and does the description make sense? Is the
test reliable and valid? If the test is a commercial product, it is the
publisher’s responsibility to convince the test user that the test is worth
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Table 2.1: Test Evaluation Checklist

A.

D.

General background information

1. Title

2. Author(s)

3. Publisher and date of publication
4. Published reviews available

. Your theoretical orientation

Test family: norm-referenced or criterion-referenced (see Chapter 1)
. Purpose of decision: placement, proficiency, achievement, diagnostic (see Chapter 1)
. Language methodology orientation —structural <—> communicative
. Skills Tested
a. Productive <—:> receptive (receptive: true-false, multiplechoice, matching; productive: fill-in,
short-response, task)
b. Channel: written <—> oral
c. Mode: productive <—> receptive
5. Type of test: discrete-point <—> integrative

Your practical orientation

1. Objective <—> subjective

2. Expensive <—> inexpensive

3. Logistical issues: easy <—> difficult
a. Test construction
b. Test administration
c. Test scoring

Test characteristics
1. Item description

a. Receptive mode (written, picture, cassette tape, and so on)

b. Productive mode (marking choice, speaking, writing, and so on)
2. Norms (see Chapter 5)

a. Standardization sample (nature, size, method of selection, generalizability of results,
availability of established norms for subgroups based on nationality, native language, sex,
academic status, and so on)

b. Number of subtesis and separate scores

c. Type of standardized scores (percentiles, and so on)

3. Descriptive information (see Chapter 4)

a. Central tendency (mean, mode, median, and midpoint)

b. Dispersion (low-highscores, range, and standard deviation)

c. Item characteristics (facility,discrimination, and so on)

4. Reliability (see Chapter 7)

a. Types of reliability procedures used (test—retest, equivalent forms, internal consistency,
interrater, intrarater, and so on)

b. Degree of reliability for each procedure in a.

c. Standard error of measurement

5. Validity (see Chapter 8)

a. Types of validity procedures used (content, construct, and/or predictive/concurrent
criterion-related validity)

b. Degree to which you find convincing the validity statistics and argument(s) referred to
above

6. Actual practicality of the test

a. Cost of test booklets, cassette tapes, manual, answer sheets, scoring templates, scoring
services, and any other necessary test.components

b. Quality of items listed in a. above (paper, printing, audio clarity, durability, and so on)

c. Ease of administration (time required, proctor/student ratio, proctor qualifications,
equipment necessary, availability and quality of directions for administration, and so on)

d. Ease of scoring (method of scoring, amount of training necessary, time per test, score
conversion information, and so on)

e. Ease of interpretation (quality of guidelines for the interpretation of scores in terms of
norms or other criteria)

Bow N —
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adopting. The user should therefore expect to find sound arguments
supporting the quality of the test.

Other practical considerations are also important. What are the initial
and ongoing costs of the test? What is the qualitv of the tapes, test
booklets, answer sheets, and so forth? Are there preview booklets or other
sorts of preparatory materials available to give out to the students? Is the
test easy to administer? Is the scoring reasonably easy relative to the types
of test questions being used? Is the interpretation of scores explained with
guidelines for reporting and clarifying the scores to the students and
teachers involved?

In short, there are many factors that must be considered even in
adopting an already published test for a particular program. Many of these
issues can be addressed by any thoughtful language teacher, but others, such
as examining the degree to which the test is reliable and valid, will take more
knowledge and experience with language tests. (For a quick idea of the
scope of what a teacher must know to decide about the relative reliability
and validity of a test, take a brief glance through Chapters 7 and 8.)

Developing Language Tests

In an ideal situation, teachers will have enough resources and expertise
available in their program that proficiency, placement, achievement, and
diagnostic tests can be developed and fitted to the goals of the program
and to the ability levels and needs of the students. The guidelines offered
in this book should help with that process.

If a group of teachers decides to develop their own tests, they will need
to begin by deciding which tests to develop first. Perhaps those tests that
were identified as most program-specific in the previous chapter should be
developed first. That would mean developing tests of achievement and
diagnosis first because they will tend to be based entirely and exclusively
on the objectives of the particular program. In the interim, while
developing these achievement and diagnostic tests, previously published
proficiency and placement tests could be adopted as needed. Later, these
teachers may wish to develop their own placement test so that the test
guestions being used to separate students into levels of study are related to
the objectives of the courses and to what the students are learning in the
program. However, because of their pan-programmatic nature,
proficiency tests may necessarily always be adopted from outside sources
so that comparisons between and among various institutions will make
sense.
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Somewhere in the process of developing tests, teachers may want to stop
and evaluate them on the basis of the checklist provided in Table 2.1.
Teachers should always be willing to be just as critical of their own tests as
thev are of commercial tests. The fact that a test is developed by and for a
specific program does not necessarily make it a good test. So evaluation of
test quality should be an integral part of the test development process.

Adapting Language Tests

A newly developed test may work fairly well in a program, but perhaps
not as well as was originally hoped. Such a situation would call for further
adapting of the test until it better fits the needs and purposes of the
particular language program. The strategies described in the next chapter
will help teachers to use qualitative and statistical analyzes of test results to
revise and improve tests. Generally, however, the process of adapting a test
to specific situations involves some variant of the following steps:

1. Administer the test in the particular program, using the appropriate
teachers and their students;

2. Select those test questions that work well at spreading out the
students (for NRTs) or that are efficient at measuring the learning of
the objectives (for CRTs) in the particular program;

3. Develop a shorter, more efficient revision of the test—one that fits
the program’s purposes and works well with its students (some new
qguestions may be necessary, ones similar to those that worked weell,
in order to have a long enough test); and

4. Evaluate the quality of the newly revised test (see Table 2.1).

With the basic knowledge provided in this book, any language teacher
can accomplish all these steps. In fact, following the guidelines given in
Chapter 3 will enable any teacher to adapt a test to a specific set of program
goals and decision-making purposes. However, in the interest of fair
advertising, | must provide the warning that test development is hard work
and can be time-consuming. However, in the end, | have always felt that
the hard work was worthwhile because of the useful information that is
gained and the satisfaction that is derived from making responsible
decisions about my students’ lives. The point is that before teachers begin
a test revision project, they should make sure that they will have enough
time and help to do thejob well.
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PUTTING SOUND TESTS IN PLACE

Once teachers have decided to adopt, develop, or adapt tests, they are
ready to put them into effect in order to help with decision making. The
checklist shown in Table 2.2 should help put tests into place successfully.
To begin with, make sure that the purposes for administering the various
tests are clear to the curriculum developers and to the teachers (and
eventually to the students). This presupposes that these purposes are
already clearly defined in both theoretical and practical terms that are
understood and agreed to by a majority of the staff. Then check the
quality of the test itself, using the checklist in Table 2.1 as a guide.

The next step is to ensure that all the necessary physical conditions for
the test have been met, such as making sure that there is a well-ventilated
and quiet place to give the test, with enough time in that space for some
flexibility and clear scheduling. Also make sure that the students have
been properly notified and/or have signed up in advance for the test.
Perhaps students should be given precise written information that answers
their most pressing questions. Where and when will the test be
administered? What should they do to prepare for the test? What should
they bring with them? Should they bring picture identification? This type
of information prepared in advance in the form of a handout or pamphlet
may save answering the same questions hundreds of times.

Before actually administering the test, check that there are adequate
materials on hand, perhaps with a few extras of everything. All necessary
equipment should be ready and checked to see that it works (with backups
if that is appropriate). Proctors must be trained in their duties and have
sufficient information to do a professionaljob of test administration.

After the test has been administered, provision must be made for
scoring. Again, adequate space and scheduling are important so that
qualified staff can be properly trained and carry out the scoring of the
test(s). Equally important is the interpretation of results. The purpose of
the results must be clear, and provision must be made for helping teachers
to use the scores and explain the scores to the students. Ideally, a well-
defined purpose for the results will also exist in overall curriculum
planning.

Record keeping is often forgotten in the process of test giving.
Nevertheless, all necessary resources must be marshaled for keeping track
of scores, including sufficient clerical staff, computers and software, orjust
some type of ledger book. In all cases, staff members should have ready
access to the records. Provision must also be made for the eventual
destruction or long-term storage of these records. Last but not least, an
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ongoing plan for research should be developed to utilize the information
generated by test scores. Such research should take full advantage of the
test results so that the new information can be effectively incorporated into
the overall curriculum development process (see Chapter 9 for more on
the relationship between testing and curriculum development).

Table 2.2: A Testing Program Checklist

A. Establishing purposes of test
1. Clearly defined (from both theoretical and practical orientations)
2. Understood and agreed upon by staff

Evaluating the test itself (see Table 2.1)
C. Arranging the physical needs
1. Adequate, well-ventilated, and quiet space

2. Enough time in that space for some flexibility
3. Clear scheduling

m

D. Making pre-administration arrangements
1. Students properly notified of test
2. Students signed up for test
3. Students given precise information (where and when test will be, as well as what they
should do to prepare and what they should bring with them, especially identification if
required)
E. Administering the test
1. Adequate materials in hand (testbooklets, answer sheets, cassette tapes, pencils, scoring
templates, and so on) plus extras
2. All necessary equipment in hand and tested (cassette players, microphones, public address
system, video tape players, blackboard, chalk, and so on) with backups where appropriate
3. Proctors trained in their duties
4. All necessary information distributed to proctors (test directions, answers to obvious
questions, schedule of who is to be where and when, and so on)
F. Scoring
1. Adequate space for all scoring to take place
2. Clear scheduling of scoring and notification of results
3. Sufficient qualified staff for all scoring activities
4. Staff adequately trained in all scoring procedures

G. Interpreting
1. Clearly defined purpose for results
2. Provision for helping teachers use scores and explain them to students
3. A well-defined place for the results in the overall curriculum

H. Record keeping
1. All necessary resources for keeping track of scores
2. Ready access to the records for administrators and staff
3. Provision for eventual systematic termination of records

I.  Ongoing research
1. Results used to full advantage for research
2. Resultsincorporated into overall program evaluation plan
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SUMMARY

The two checklists in Tables 2.1 and 2.2 summarize large chunks of the
information contained in this chapter. Nevertheless, there are several
global issues covered in the chapter but not in the checklists; | would now
like to briefly review these in order to help pull together the various
threads that have been developed in the first two chapters. For economy of
space, | will summarize these various strands in the form of a checklist.
Remember to ensure that you choose the correct test for a given decision,
that each test is a good one, and that you are ready to incorporate it
properly into your language program. To those ends, you may want to use
the following checklist whenever making decisions about tests:

0 Have you decided on the type of interpretation you need? (see Table 1.1)
(O Criterion-referenced?
J Norm-referenced?
O Have you identified the type of decision you must make with the test scores?
O Proficiency?
(3 Placement?
O Achievement?
(O Diagnostic?
[0 Does your test match your decision type? (see Table 1.2)
[0 Have you checked the quality of the test? (see Table 2.1)

[0 Are you adequately prepared to create an environment that makes the testing
successful? (see Table 2.2)



Language Tests 45
TERMS

communicative movement
competence

discrete-point tests

fairness

integrative-sociolinguistic movement
integrative tests

movements

oral channel

performance

practical issues

prescientific movement

productive mode

psychological construct
psychometric-structuralist movement
receptive mode

theoretical issues

written channel
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REVIEW QUESTIONS

1.

10.

What are the theoretical and practical issues that must be considered in
developing language tests? How are the theoretical issues different in
general from those classified as practical?

On a continuum of methodological choices that ranges from structural
language teaching to communicative, where would your philosophy of
teaching fit? What about your philosophy of testing? Are you
prescientific? Are you a psychometric-structuralist? An integrative-
sociolinguist? Or are you part of the communicative wave of the future?
How so0?

What are the differences between the written channel and the oral one?
Under what conditions might these two channels interact?

What is the difference between the receptive mode and the productive
mode? Under what conditions might they interact? What is the difference
between a channel and a mode? Under what conditions might you expect
both modes and/or both channels to be involved in a testing situation?

What is the difference between competence and performance as discussed
by Chomsky? And why might this distinction be important to think about
with regard to language testing?

. What is the fundamental difference between a discrete-point test and an

integrative one? Can you think of at least one example of each? Would
you prefer to use discrete-point or integrative tests for purposes of placing
students into the levels of a language program? Why?

Why is objectivity important to language testers? Under what conditions
could youjustify sacrificing some degree of objectivity? Why?

. What are some of the logistical conditions that you should consider in any

testing project? Which of the three discussed in this book (ease of
construction, administration, and scoring) do you think is the most
important? How are ease of test construction and ease of scoring inversely
related?

. What are the factors that you must consider in looking at the quality of a

test? Which do you think are the most important?

What are the factors that you must keep in mind in putting together a
successful testing program? Which factors do you think are the most
important?
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APPLICATION EXERCISES

A. Locate a test that you think might be useful in a language program in
which vou are now working, or if you have never taught, find a test for a
hypothetical elementary, secondary, adult education, commercial, or
universitv language program. Examine the test very carefully using Table
2.1. Perhaps you should consult with several colleagues and find out what
they think of it. What differences do vou have with your colleagues in your
views on testing?

B. What issues would be of particular importance for implementing the test
that you selected for part A (see Table 2.2)






CHAPTER 3

DEVELOPING AND IMPROVING
TEST ITEMS

In the first chapter, | covered the different types of decisions that
teachers have to make in their language programs. In the second chapter, |
discussed the different theoretical and practical issues that may affect
teachers’ choices in adopting, developing, and adapting language tests for
use in making decisions about their students. In this chapter, | look much
more closely at the elements that make up a good test. The basic unit of
any test is the test item, so | begin the chapter with a broad definition of this
crucial term. Then | turn to the procedures involved in item analyses,
showing how item analysis procedures are quite different for the two basic
categories of tests. For NRTs, the techniques for developing, analyzing,
selecting, and refining items include item format analysis, item facility
indices, item discrimination indices, and distractor efficiency analysis. For
CRTs, some of the same analyses are typically used plus item quality analysis
(for content), the difference index, and the B-index. The purpose of both
sets of analyses is to decide which items to keep in revised and improved
versions of a test and which to discard. | describe these revision processes
step-by-step for both the NRT and CRT types of test development projects.
In short, the information supplied in this chapter will enable teachers to
develop, analyze, select, and refine those items most suitable for testing
their students — whether their purpose is to develop an NRT for proficiency
or placement decisions or a CRT for diagnostic or achievement decisions.

WHAT IS AN ITEM?

In the same sense that the phoneme is a basic unit in phonology and the
morpheme is a basic unit in syntax, an item is the basic unit of
language testing. Like the linguistic units above, the item is sometimes
difficult to define. Some types of items, like multiple-choice or true-false
items, are relatively easy to identify as the individual test questions that
anyone can recognize as discrete units. For other more integrative types of
language tests, such as dictations, interviews, role plays, or compositions, the
individual item units may prove more difficult to identify. To accommodate
the variety of discrete-point and integrative item types found in language
testing, | will define the term item very broadly as the smallest unit that
produces distinctiveand meaningful information on a test or rating scale.

49
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Since the item is the basic unit, or building block, in testing, one way to
improve a test is to examine the individual items and revise the test so that
only those items that are performing well remain in the revised version of
the test. Teachers often look at the total scores of their students on a test,
but careful examination of the individual items that contributed to the
total scores can also prove very illuminating. This process of carefully
inspecting individual test items is called item analysis.

More formally, item analysis is the systematic evaluation of the
effectiveness of the individual items on a test. This is usually done for
purposes of selecting the “best” items that will remain on a revised and
improved version of the test. Sometimes however, item analysis is
performed simply to investigate how well the items on a test are working
with a particular group of students. Item analysis can take numerous
forms, but when testing for norm-referenced purposes, four types of
analyses are typically applied: item format analysis, item facility analysis,
item discrimination analysis, and distractor efficiency analysis. In
developing CRTs, three other concerns become paramount: item quality
analysis, the item difference index, and the Bindex for each item.

DEVELOPING NORM-REFERENCED LANGUAGE TESTS
Item Format Analysis

In item format analysis, testers focus on the degree to which each item is
properly written so that it measures all and only the desired content. Such
analyses often involve making judgments about the adequacy of item
formats. The guidelines provided in this chapter are designed to help
teachers make well-informed and relatively objective judgments about how
well items are formatted. The first set of guidelines is a very general set
that teachers can apply to virtually all types of items. A second set helps to
guide analysis of receptive response item formats (true-false, multiple-
choice, and matching items). The third set helps with the different types of
productive response item formats (fill-in, short-response, and task). In all
cases, the purpose is to help teachers to improve the formatting of the
items that they use in their language tests.

General guidelines. Table 3.1 shows some general guidelines, which are
applicable to most language testing formats. They are in the form of
questions that teachers can ask themselves when writing or critiquing any
type of item format. In most cases, the purpose of asking these questions is
to ensure that the students answer the items correctly or incorrectly for the
right reasons. In other words, the students should answer the items
correctly only if they know the concept being tested or have the skill
involved. By extension, the students should answer incorrectly only if they
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Table 3.1: General Guidelines for Most Item Formats

Checklist Questions

z
O

. Is the item format correctly matched to the purpose and content of the item?
. Is there only one correct answer?

. Is the item written at the students' level of proficiency?

. Have ambiguous terms and statements been avoided?

. Have negatives and double negatives been avoided?

. Does the item avoid giving clues that could be used in answering other items?
. Are all parts of the item on the same page?

. Is onlv'relevant information presented?

. Have race, gender, and nationality bias been avoided?

. Has at least one other colleague looked over the items?
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do not know the material or lack the skill being tested. Let's consider each
guestion in Table 3.1 in turn.

1. Teacherswill of course want their item formats to match the purpose
and content of the item. In part, this means matching the right type of
item to what is being tested in terms of channels and modes. For instance,
teachers may want to avoid using a multiple-choice format, which is
basically receptive (students read and select, but they produce nothing),
for testing productive skills like writing and speaking. Similarly, it would
make little sense to require the students to read aloud (productive) the
letters of the words in a book in order to test the receptive skill of reading
comprehension. Such a task would be senseless, in part because the
students would be using both receptive and productive modes mixed with
both oral and written channels when the purpose of the test, reading
comprehension, is essentially receptive mode and written channel. A
second problem would arise because the students would be too narrowly
focused in terms of content on reading the letters of the words. To avoid
mixing modes and channels and to focus the content at the
comprehension level of the reading skill, teachers might more profitably
have the students read a written passage and use receptive-response items
in the form of multiple-choice comprehension questions. In short,
teachers must think about what they are trying to test in terms of all the
dimensions discussed in the previous chapter and try to match their
purpose with the item format that most closely resembles it.

2. The issue of making sure that each question has only one correct
answer is not as obvious as it might at first seem. Correctness is often a matter
of degrees rather than an absolute. An option that is correct to one person
may be less so to another, and an option that seems incorrect to the teacher
may appear to be correct to some of the students. Such differencesmay occur
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due to differing points of view or to the differing contexts that people can
mentally supply in answering a given question. Every teacher has probably
disagreed with the “correct”answer on some test that he or she has taken or
given. Such problems arise because the item writer was unable to take into
account every possible point of view. One way that test writers attempt to
circumvent this problem is by having the examinees select the best answer.
Such wording does ultimately leave the judgment as to which is the “best”
answer in the hands of the test writer, but how ethical is such a stance? | feel
that the best course of action is to try to write items for which there is clearly
only one correct answer. The statistics discussed in Distractor Efficiency Analysis
(p- 70) help teachers to spot cases where the results indicate that two answers
are possible, or that a second answer is very close to correct.

3. Each item should be written at approximately the level of proficiency
of the students who will take the test. Since a given language program may
include students with a wide range of abilities, teachers should think in
terms of using items that are at about the average ability level for the
group. To begin with, teachers may have to gauge this average level by
intuition, but later, using the item statistics provided in this chapter, they
will be able to identify more rationally those items that are at the
appropriate average level for their students.

4. Ambiguous terms and tricky language should be avoided unless the
purpose of the item is to test ambiguity. The problem is that ambiguous
language may cause students to answer incorrectly even though they know
the correct answer. Such an outcome is always undesirable.

5. Likewise, the use of negatives and double negatives may be needlessly
confusing and should be avoided unless the purpose of the item is to test
negatives. If negatives must be tested, wise test writers emphasize the
negative elements (by underlining them, typing them in CAPITAL letters,
or putting them in boldfaced type) so the students are sure to notice what
is being tested. Students should not miss an item because they did not
notice a negative marker, if indeed they know the answer.

6. Teachers should also avoid giving clues in one item that will help
students to answer another item. For instance, a clear example of a
grammatical structure may appear in one item that will help some students
to answer a question about that structure later in the test. Students should
answer the latter question correctly only if they know the concept or skill
involved, not because they were clever enough to remember and look back
to an example or model of itin a previous item.

7. All the parts of each item should be on one page. Students, who
know the concept or skill being tested, should not respond incorrectly
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simply because they did not realize that the correct answer was on the next
page. This issue is easily checked but sometimes forgotten.

8. Teachers should also avoid including extra information that is
irrelevant to the concept or skill being tested. Since most teachers will
probably want their tests to be relatively efficient, any extra information
not related to the material being tested should be avoided because it will
just take extra time for the students to read and will add nothing to the
test. Such extra information may also inadvertently provide the students
with clues that they can use in answering other items.

9. All teachers should also be on the alert for bias that may have crept
into their test items. Race, gender, religion, nationality, and other biases
must be avoided at all costs, not only because they are morally wrong and
illegal in many countries but also because they affect the fairness and
objectivity of the test. The problem is that a biased item is testing
something in addition to what it was originally designed to test. Hence,
such an item cannot provide clear and easily interpretable information.
The only practical way to avoid bias in most situations is to examine the
items carefully and have other language professionals also examine them.
Preferably these colleagues will be both male and female and will be drawn
from different racial, religious, nationality, and ethnic groupings. Since
the potential for bias differs from situation to situation, individual teachers
will have to determine what is appropriate for avoiding bias in the items
administered to their particular populations of students. Statistical tech-
niques can also help teachers to spot and avoid bias in items; however,
these statistics are still controversial and well beyond the scope of this book.

10. Regardless of any problems that teachers may find and correct in
their items, they should always have at least one or more colleagues (who
are native speakers of the language being tested) look over and perhaps
take the test so that any additional problems may be spotted before the test
is actually used to make decisions about students’ lives. As Lado (1961, p.
323) put it, “if the test is administered to native speakers of the language
they should make very high marks on it or we will suspect that factors other
than the basic ones of language have been introduced into the items.”

Receptive response items. Table 3.2 includes other questions that are
specifically designed for receptive response items. A receptive response item
requires the student to select a response rather than actually produce one.
In other words, the responses involve receptive language in the sense that
the item responses from which students must select are heard or read,
receptively. Receptive response item formats include true-false, multiple-
choice, and matching items.
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Table 3.2: Guidelines for Receptive ltem Formats

Checklist Questions YES NO

True-False

1. Is the statement worded carefully enough that it can be judged ) 0
without ambiguity?

2. Have “absoluteness”clues been avoided? a O

Multiple-Choice

1. Have all unintentional clues been avoided? O |

2. Are all of the distractors plausible? O O

3. Has needless redundancy been avoided in the options? O d

4. Has the ordering of the options been carefully considered? Or are the correct O O
answers randomly assigned?

5. Have distractors such as “none of the above” and “a.and 4. only” been avoided? O 0

Matching

1. Are there more options than premises? O O

2. Are options shorter than premises to reduce reading? 01 g

3. Are the option and premise lists related to one central theme? O 0

Truefalse items are typically written as statements, and students must
decide whether the statements are true or false. There are two potential
problems shown in Table 3.2 that teachers should consider in developing
items in this format.

1. The statement should be carefully worded to avoid any ambiguities
that might cause the students to miss it for the wrong reasons. The
wording of true-false items is particularly difficult and important. Teachers
are often tempted to make such items “tricky” so that the items will be
difficult enough for intermediate or advanced language students. Such
trickiness should be avoided: Students should miss an item because they do
not know the concept or have the skill being tested rather than because the
item is tricky

2. Teachers should also avoid absoluteness clues. Absoluteness clues
allow students to answer correctly without knowing the correct response.
Absoluteness clues include terms like all, always, absolutely, never, rarely, most
often, and so forth. True-false items that include such terms are very easy to
answer regardless of the concept or skill being tested because the answer is
inevitably false. For example: (True or False?) This book is always crystal
clear in all its explanations.

Multiplechoice items are made up of an item stem, or the main part of the
item at the top, a correct answer, which is obviously the choice (usually, a., b.,
¢., or d.) that will be counted correct, and the distractors, which are those
choices that will be counted as incorrect. These incorrect choices are
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called distractors because they should distract, or divert, the students’
attention away from the correct answer if the students really do not know
which is correct. The term options refers collectively to all the alternative
choices presented to the students and includes the correct answer and the
distractors. All these terms are necessary for understanding how multiple-
choice items function. Five potential pitfalls for multiple-choice items
appear in Table 3.2.

1. Teachers should avoid unintentional clues (grammatical,
phonological, morphological, and so forth) that help students to answer an
item without having the knowledge or skill being tested. To avoid such
clues, teachers should write multiple-choice items so that they clearly test
only one concept or skill at a time. Consider the following item:

The fruit that Adam ate in the Bible was an
a. pear

b. banana

c. apple

d. papaya

The purpose of this item is neither clear nor straightforward. If the
purpose of the item is to test cultural or biblical knowledge, an
unintentional grammatical clue (in that the article an must be followed by
a word that begins with a vowel) is interfering with that purpose. Hence, a
student who knows the article system in English can answer the item
correctly without ever having heard of Adam. If, on the other hand, the
purpose of the item is to test knowledge of this grammatical point, why
confuse the issue with the cultural/biblical reference? In short, teachers
should avoid items that are not straightforward and clear in intent.
Otherwise, unintentional clues may creep into their items.

2. Teachers should also make sure that all the distractors are plausible.
If one distractor is ridiculous, that distractor is not helping to test the
students. Instead, those students who are guessing will be able to dismiss
that distractor and improve their chances of answering the item correctly
without really knowing the correct answer. Why would any teacher write an
item that has ridiculous distractors? Brown’s law may help to explain this
phenomenon: When writing four-option, multiple-choice items, the stem
and correct option are easy to write, and the next two distractors are
relatively easy to make up as well, but the last distractor is absolutely
impossible. The only way to understand Brown’s law is to try writing a few
four-option, multiple-choice items. The point is that teachers are often
tempted to put something ridiculous for that last distractor because they
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are having trouble thinking of an effective distractor. So always check to
see that all the distractors in a multiple-choice item are truly distracting.
The section on Distractor Efficiency Analysis (p. 70) provides statistical tools
that can help with this process.

3. In order to make a test reasonably efficient, teachers should double-
check that items contain no needless redundancy. For example, consider
the following item designed to test the past tense of the verb to fall:

The boy was on his way to the store, walking down the street, when he
stepped on a piece of cold wet ice and

a. fell flat on his face.
b. fall flat on his face.
c. felled flat on his face.
d. falled flat on his face.

In addition, to the problem of providing needless words and phrases
throughout the stem, the phrase “flat on his face” is repeated four times in
the options, when it could just as easily have been written once in the stem.
Thus, the item could have been far shorter to read and less redundant, yet
equally effective, if it had been written as follows:

The boy stepped on a piece oficeand______ flat on his face.
a. fell

b. fall

c. felled

d. falled

4_Any test writer may unconsciously introduce a pattern into the test that
will help the students who are guessing to increase the probability of
answering an item correctly. A teacher might decide that the correct answer
for the first item should be ¢. For the second item, that teacher might
decide on 4., and for the third item . Having already picked c., d., arid a. to
be correct answers in the first three items, the teacher will very likely pick &.
as the correct answer in the next item. Human beings seem to have a need
to balance things out like this, and such patterns can be used by clever test
takers to help them guess at better than chance levels without actually
knowing the answers. Since testers want to maximize the likelihood that
students answer items correctly because they know the concepts being
tested, they generally avoid patterns that can help students to guess.

A number of strategies can be used to avoid creating patterns. If the
options are always ordered from the shortest to longest or alphabetically,
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the choice of which option is correct is out of the test writer’s hands, so
the human tendency to create patterns will be avoided. Another strategy
that can be used is to select randomly which option will be correct.
Selection can be done with a table of random numbers or with the aces,
twos, threes, and fours taken from a deck of cards. In all cases, the purpose
is to eliminate patterns that may help students to guess the correct answers
if they do not know the answers.

5. Teachers can also be tempted (often due to Brown’s law, mentioned
above) to use options like “all of the above,” “none of the above,” and *“a.
and &4. only.” | normally advise against this type of option unless the
specific purpose of the item is to test two things at a time and students’
abilities to interpret such combinations. For the reasons discussed in
numbers land 2 above, such items are usually inadvisable.

Matching items present the students with two columns of information;
the students must then find and identify matches between the two sets of
information. For the sake of discussion, the information given in the left-
hand column will be called the premises and that shown in the right-hand
column will be labeled options. Thus, in a matching test, students must
match the correct option to each premise. There are three guidelines that
teachers should apply to matching items.

1. More options should be supplied than premises so that students
cannot narrow down the choices as they go along by simply keeping track
of the options that they have already used. For example, in matching ten
definitions (premises) to a list of ten vocabulary words (options), a student
who knows nine will be assured of getting the tenth one correct by the
process of elimination., If, on the other hand, there are ten premises and
fifteen options, this problem is minimized.

2. The options should usually be shorter than the premises because most
students will read a premise and then search through the options for the
correct match. By controlling the length of the options, the amount of
reading will be minimized. Teachers often do exactly the opposite in
creating vocabulary matching items by using the vocabulary words as the
premises, and using the definitions (which are much longer) as the options.

3. The premises and options should be logically related to one central
theme that is obvious to the students. Mixing different themes in one set
of matching items is not a good idea because it may confuse the students and
cause them to miss items that they would otherwise answer correctly. For
example, lining up definitions and the related vocabulary items is a good idea,
but also mixing in matches between graphemic and phonemic representations
of words would only cause confusion. The two different themes could be
much more clearly and effectively tested as separate sets of matching items.
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Table 3.3: Guidelines for Productive ltem Formats

Checklist Questions YES NO

Fill-In

1. Is the required response concise? O U

2. Is there sufficient context to convey the intent of the question to the students? O O

3. Are the blanks of standard length? a O

4. Does the main body of the question precede the blank? d O

5. Has a list of acceptable responses been developed? O O

Short-Response

1. Is the item formatted so that only one relatively concise answer is possible? O d

2. Is the item framed as a clear and direct question? 0 0

Task

1. Is the student's task clearly defined? O O

2. Is the task sufficiently narrow (and/or broad) for the time available? O O

3. Have scoring procedures been worked out in advance with regard O g
to the approach that will be used?

4. Have scoring procedures been worked out in advance with regard O O
to the categoties of language that will be rated?

5. Have scoring procedures been clearly defined in terms of what each score O O
within each category means?

6. Is scoring to be as anonymous as possible? O O

Productive response items. Table 3.3 includes additional questions that
should be applied to productive response items. Productive response items
require the students actually to produce responses rather than just select
them receptively. In other words, the responses involve productive language
in the sense that the answers must either be written or spoken. Productive
item formats include fill-in, short-response, and task types of items.

Fill-in items are those wherein a word or phrase is replaced by a blank in
a sentence or longer text, and the student's job is to fill in that missing
word or phrase. There are five sets of issues that teachers should consider
when using fill-in items.

1. In answering fill-in items, students will often write alternative correct
answers that the teacher did not anticipate when the items were written. To
guard against this possibility, teachers should check to make sure that each
item has one very concise correct answer. Alternatively, the teacher can
develop a glossary of acceptable answers for each blank. Obviously, as the
number of alternative possibilities rises for each item, the longer and more
difficult the scoring becomes. One goal should be to create an answer key
that will help the teacher to make clear-cut decisions as to whether each
item is correct. Another goal should be to create an answer key that is so
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complete that no modifications will be necessary during the scoring
process itself; such modifications necessitate backtracking and rescoring
tests that have already been scored.

2. In deciding how much context to provide for each blank (that is, how
many words or phrases should surround each item), teachers should make
sure that enough context has been provided that the purpose, or intent, of
the item is clear t o those students who know the answer. At the same time,
avoid giving too much extra context. Extra context will burden students
with extraneous material to read (see Table 3.1, #S) and may inadvertently
provide students with extraneous clues (see Table 3.1,#6).

3. Generally speaking, all the blanks in a fill-in test should be the same
length—that is, if the first blank is twelve spaces long, then all the items
should have blanks with twelve spaces. Blanks of uniform length do not
provide extraneous clues about the relative length of the answers.
Obviously, this stricture would not apply if a teacher purposely wants to
indicate the length of each word or the number of words in each blank.

4. Teachers should also consider putting the main body of the item
before the blank in most of the items so that the students have the
information necessary to answer the item once they encounter the blank.
Such a strategy helps to make the test a bit more efficient. Of course,
situations do exist in language testing wherein the blank must be early in the
item (forinstance, when trying to test for the head noun in a sentence), but
as a general rule, the blank should occur relatively late in the item.

5. In situations where the blanks may be very difficult and frustrating
for the students, teachers might consider supplying a list of responses from
which the students can choose in filling in the blanks. This list will fiot
only make answering the items easier for the students but will also make
the correction of the items easier for the teacher because the students will
have a limited set of possible answers from which to draw. However, even a
minor modification like this one can dramatically change the nature of the
items. In this case, the modification would change them from productive
response items to receptive response items.

Short-response items are usually questions that the students can answer in
a few phrases or sentences. This type of question should conform to at
least the following two guidelines.

1. Teachers should make sure that the item is formatted so that there is
one, and only one, concise answer or set of answers that they are looking
for in the responses to each item. The parameters for what will be
considered an acceptable answer must be thought through carefully and
clearly delineated before correcting such questions. As in number 1above
for fill-in items, the goal in short-response items is to ensure that the
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answer key will help the teacher to make clear-cut decisions as to whether
each item is correct, without making modifications as the scoring pro-
gresses. Thus, the teacher’s expectations should be thought out in
advance, recognizing that subjectivity may become a problem because he
or she will necessarily be making judgments about the relative quality of
the student’sanswers. Thus, partial credit often becomes an issue with this
type of item. Partial credit entails giving some credit for answers that are
not 100% correct. For instance, on one short-response item, a student
might get two points for an answer with correct spelling and correct
grammar, but only one point if either grammar or spelling were wrong, and
no points if both grammar and spelling were wrong. As with all the other
aspects of scoring short-response items, any partial credit scheme must be
clearly thought out and delineated before scoring starts so that
backtracking and rescoring will not be necessary.

2. Short-response items should generally be phrased as clear and direct
questions. Unnecessary wordiness should particularly be avoided with this
type of item so that the range of expected answers will stay narrow enough
to be scored with relative ease and objectivity.

Task items are defined here as any of a group of fairly open-ended item
types that require students to perform a task in the language that is being
tested. A task test (or what one colleague accidentally called a tesk) might
include a series of communicative tasks, a set of problem-solving tasks, and
a writing task. In another alternative that has become increasingly popular
in the last decade, students are asked to perform a series of writing tasks
and revisions during a course and put them together into a portfolio (see
Belanoff & Dickson 1991, Fusco, Quinn, & Hauck 1993, or Hewitt 1995 for
much more on evaluating portfolios).

While task items are appealing to many language teachers, a number of
complications may arise in trying to use them. To avoid such difficulties,
consider at least the following points.

1. The directions for the task should be so clear that both the tester and
the student know exactly what the student must do. The task may be
anything that people have to do with language. Thus, task items might
require students to solve written word puzzles, to give oral directions to the
library, to explain to another student how to draw a particular geometric
shape, to write a composition on a specific topic, and so forth. The
possibilities are only limited by the degree of imagination among the
teachers involved. However, the point to remember is that the directions
for the task must be concisely explained so the student knows exactly what
is expected of him or her and thus cannot stray too far away from the
intended purpose of the item.
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2. The task should be sufficiently narrow in scope so that it fits
logistically into the time allotted for its performance and yet broad enough
so that an adequate sample of the student’s language use is obtained for
scoring the item properly.

3. Teachers must carefully work out the scoring procedures for task
items for the same reasons listed in discussing the other types of productive
response items. However, such planning is particularly crucial for task
items because teachers have less control over the range of possible
responses in such open-ended items.

Two entirely different approaches are possible in scoring tasks. A task
can be scored using an analytic approach, in which the teachers rate various
aspects of each student’slanguage production separately, or a task can be
scored using a holistic approach, in which the teachers use a single general
scale to give a single global rating for each student’s language production.
The very nature of the item(s) will depend on how the teachers choose to
score the task. If teachers choose to use an analytic approach, the task may
have three, four, five, or even six individual bits of information, each of
which must be treated as a separate item. A decision for a holistic
approach will produce results that must be treated differently — that is,
more like a single item. Thus, teachers must decide early on whether they
will score the task items using an analytic approach or a holistic one.

4. If teachers decide to use an analytic approach, they must then decide
which categories of language to judge in rating the students’
performances. Naturally, these decisions must also occur before the
scoring process actually begins. For example, when | was teaching ESL at
UCLA, we felt that compositions should be rated analytically, with separate
scores for organization, logic, grammar, mechanics, and style, as shown in
Table 3.4 (see Brown & Bailey 1984 for more on this scale). Thus, five
categories of language were important to us, but these categories are not
the only possible ones. In contrast, at UHM, we presently use an analytic
scale that helps us to rate content, organization, vocabulary, language use,
and mechanics (seeJacobs, Zinkgraf, Wormuth, Hartfiel, & Hughey 1981).
Thus, the teachers at UHM prefer to rate five categories of language that
are different from the five categories used at UCLA. Because such
decisions are often very different from course to course and program to
program, decisions about which categories of language to rate should most
often rest with the teachers who are involved in the teaching process.

5. Having worked out the approach and categories of language to rate,
it is still necessary to define clearly the points on the scales for each
category. Written descriptions of the kinds of language that would be
expected at each score level will help. The descriptors shown in Table 3.4
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Table 3.4: Analytic Scale for Rating Composition Tasks (Brown & Bailey 1984, pp. 39-41)

20-18
Excellent to Good

17-15
Good to Adequate

14-12
Adequate to Fair

11-6

5-1

Unacceptable —not college-level work

I. Organization:
Introduction, Body,
and Conclusion

I1. Logical
development of
ideas: Content

Appropriate title,
effective introductory
paragraph, topic is
stated, leads to body;
transitional
expressions used;
arrangement of
material shows plan
(could be outlined by
reacler); supporting
cevidence given for
generalizations;
conclusion logical
and complete

Essay addresses the
assigned topic; the
ideas are concrete
and thoroughly
developed; no
extraneous material;
essay reflects thought

Adequate title,
introduction, and
conclusion; body of
easy is acceptable
but some evidence
may be lacking,
some ideas aren't
fully developed;
sequence is logical
but transitional
expressions may be
absent or misused

Essay addresses the
issues but misses
some points; ideas
could be more fully
developed; some
extraneous material
is present

Mediocre or scant
introduction or
conclusion;
problems with the
order of ideas in
body; the
generalizations may
not be fully
supported by the
evidence given;
problems of
organization
interfere

Development of
ideas not complete
or essay is somewhat
off the topic;
paragraphs aren't
divided exactly right

Shaky or minimally
recognizable
introduction;
organization can
barely be seen;
severe problems with
ordering of ideas;
lack of supporting
evidence; conclusion
weak or illogical;
inaclequate effort at
organization

Ideas incomplete;
essay does not reflect
careful thinking or
was hurriedly
written; inadequate
effort in area of
content

Absence of
introduction or
conclusion; no
apparent organization
of body; severe lack of
supporting evidence;
writer has not made
any effort to organize
the cornposition
(could not be
outlined by reader)

Essay is completely
inadequate and does
not reflect college-
level work; no
apparent effort to
consider the topic
carefully



III. Grammar

IV. Punctuation,
spelling, and
mechanics

V. Style and quality of
expression

Native-like fluency in
English grammar;
correct use of
relative clauses,
prepositions, modals,
articles, verb forms,
and tense
sequencing; no
fragments or run-on
sentences

Correct use of
English writing
conventions: left and
right margins, all
needed capitals,
paragraphsindented,
punctuation and
spelling; very neat

Precise vocabulary
usage; use of parallel
structures; concise;
register good

Advanced
proficiency in
English grammar;
some grammar
problems don't
influence
communication,
although the reader
is aware of them; no
fragments or run-on
sentences

Some problems with
writing conventions
or punctuation;
occasional spelling
errors; left margin
correct; paper is
neat and legible

Attempts variety;
good vocabulary; not
wordy; register OK
style fairly concise

ideas are getting
through to the
reader, but grammar
problems are
apparent and have a
negative effect on
communication; run-
on sentences or
fragments present

Uses general writing
conventions but has
errors; spelling
problems distract
reader; punctuation
errors interfere with
ideas

Some vocabulary
misused; lacks
awareness of register;
may be too wordy

Numerous serious
grammar problenis
interfere with
communication of
the writer's ideas:
grammar review of
some areas clearly
needed; difficult to
read sentences

Serious problems
with format of
paper; parts of cssay
not legible; errors in
sentence—final
punctuation;
unacceptable to
educated readers

Poor expression of
ideas; problems in
vocabulary; lacks

variety of structure

Severe grammar
problems interfere
greatly with the
message; reader can't
understand what the
writer was trying to
say; unintelligible
sentence structure

Complete disregard
for English writing
conventions; paper
illegible; obvious
capitals missing, no
margins, severe
spelling problems

Inappropriate use of
vocabulary; no
concept of register or
sentence variety

€9
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are examples of one way to go about delineating such language behaviors.
Regardless of the form that they take, such descriptions will help to ensure
that the judgments of the scorers are all relatively consistent within and
across categories and that the scores will be relatively easy to assign and
interpret. Sometimes training workshops will be necessary for the raters so
that they can agree upon the definitions within each scale and develop
consistency in the ways that they assign scores (more on this point in
Chapter 7 under “Reliability of RaterJudgments,” p. 203).

6. Another strategy that can help to make the scoring as objective as
possible is to assign the scores anonymously. A few changes in testing
procedures may be necessary to ensure anonymous ratings. For instance,
students may have to put their names on the back of the first page of a
writing task so that the raters do not know whose test they are rating. Or, if
the task is audiotaped in a face-to-face interview, teachers other than the
student’s teachers may have to be assigned to rate the tape without
knowing who they are hearing on the cassette. Such precautions will differ
from task to task and situation to situation. The important thing is that
teachers consider using anonymity as a way of increasing objectivity.

In sum, item format analysis involves asking those questions in Tables
3.1-3.3that are appropriate for a specific set of items and making sure that
the items conform to the guidelines insofar as they apply to the particular
teaching situation. Clearly, this type of item analysis relies heavily on
common sense. Nevertheless, item format analysis is important because an
item that is badly constructed is not likely to be effective or fair, even if the
item looks like it is testing the appropriate content. In other words, good
format would seem to be a precondition for effective testing of any content.

NORM-REFERENCED ITEM STATISTICS

Two statistical analyses can help in analyzing a set of norm-referenced
items: item facility analysis and item discrimination analysis. | would like to
stress at the outset that these statistical analyses are only useful insofar as
they help teachers to understand and improve the effectiveness of item
formats and content. Teachers must be careful to keep these statistical
techniques in perspective, remembering that the statistics are only tools for
improving actual test itemsand are not an end in themselves.

Item Facility Analysis

Item facility (IF) (also called item difficulty or item easiness) is a statistical
index used to examine the percentage of students who correctly answer a
given item. To calculate the IF index, add up the number of students who
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correctly answered a particular item, and divide that sum by the total
number of students who took the test. As a formula, it looks like this:

N
L Ncorrect

IF B Nm(.’xl

where No = number of students answering correctly
Noow number of students taking the test

The formula isjust a shorthand way of expressing the same thing that was
explained in prose. (Note that this formula assumes that items left blank
are incorrect answers.)

The result of this formula is an item facility value that can range from
0.00 to 1.00 for different items. Teachers can interpret this value as the
percentage of correct answers for a given item (by moving the decimal
point two places to the right). For example, the correct interpretation for
an IF index of .27 would be that 27% of the students correctly answered the
item. In most cases, an item with an IF of .27 would be a very difficult
guestion because many more students missed it than answered it correctly.
On the other hand, an IF of .96 would indicate that 96% of the students
answered correctly—a very easy item because almost everyone responded
accurately.

Table 3.5: Item Analysis Data (First Ten ltems Only)

Item Number

Students 1 2 3 4 5 6 7 8 9 10 Total
Robert 1 1 1 1 1 1 0 1 1 o 77
Millie i1 0 1 1 1 1 O 1 o0 o 75
Dean i1 0 0 1 1 1 O 1 o o 72
Shenan 11 o0 1 1 1 0 O 0 O 72
Cunv 1 1 1 1 1 0 0 1 0 O 70
Bill 1 1 0 1 1 0 1 1 1 O 70
Corky 1 0 1 1 1 1 0 1 O O 69
Randy 11 0 1 1 0 O 1 o0 o 69
Monique 1 0 1 0 1 0 1 1 O O 69
Wendy 1 1 0 0 1 1 0O 0o 1 o 69
Henk 1 0 1 0 1 O 1 0o O O 68
Elisabeth 11 0 0 1 1 1 1 1 O 68
Jeanne 11 0 0 1 O 1 0o 1 O 67
lliana 1 1 1 0 1 0 1 0o O0 o 64
Archie 1 0 0 0 1 O 1 0 1 O 64
Lindsey 0O o 0 o 1.0 1 1 0 O 61
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Such seemingly simple information can be very useful. For example,
consider the item response pattern shown in Table 3.5. As with all testing
statistics, the first thing that teachers must do is to arrange the data so that
they can be easily examined and manipulated. (Yes, | still love the stuffy
notion that data ARE plural.) In Table 3.5, the students’ names have been
listed in the left-hand column, and the item numbers for the first ten items
and the total scores are labeled across the top.

The actual responses are recorded with a I for each correct answer and
O for a wrong answer. Notice that Robert answered the first item
correctly — indeed, so did everyone else except poor Lindsey. This item
must have been very easy. Note, though, that item one is not the easiest
item. Another item was answered correctly by every student. Which one?
Item 5, right? And, which item was the most difficult in these data? Item
10 was clearly the most difficult because every student missed it (as
indicated by the zeros straight down that column).

The calculation of IF for any item will follow a consistent pattern.
Consider item 3. Count up the number of students who answered item
three correctly (seven);then count the number of people who took the test
(sixteen),fill in the formula, and do the calculations:

N(‘Orl‘c(‘l
N(om]

16
= 4375 ~ 44

IF =

With this simple IF index in hand, the teacher knows that about 44% of
the students answered item 3 correctly. Try calculating the IF for a few of
the other items shown in Table 3.5. (The answers are shown in Table 3.6,
on p. 68.)

Arranging the data in a matrix like this can help you to clearly calculate
IFs. Asyou will see next, other item statistics can also be used for ferreting
out other kinds of information and patterns from such data. With these
other item statistics, it is easiest if you first sort and arrange the data in a
matrix like that shown in Table 3.5.

Item Discrimination Analysis

Item discrimination (ID) indicates the degree to which an item separates
the students who performed well from those who performed poorly. These
two groups are sometimes referred to as the high and low scorers or upper-
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and lower-proficiency students. The reason for identifying these two
groups is that ID allows teachers to contrast the performance of the upper-
group students on the test with that of the lower-group students. The
process begins by determining which students had scores in the top group
on the whole test and which had scores in the bottom group. To do this,
begin by lining up the students’ names, their individual item responses,
and total scores in descending order based on the total scores. Notice that
the order of the listings in Table 3.5 is from high to low based on total
scores. Such a high-to-low arrangement allows for quick determination of
which students fall into the high-and low-scoring groups.

The upper and lower groups are sometimes defined as the upper and
lower third, or 33%. Some test developers will use the upper and lower
27%. | also know of instances where 25% was used in calculating ID. Like
so many things in the seemingly “scientific”area of language testing, the
decision as to which way to define the upper and lower groups is often a
practical matter. In Table 3.5, for instance (where the three groups are
separated by blank rows), five students each have been assigned to the top
and bottom groups and six to the middle group. Rather than using thirds,
the groupings here are based on the upper and lower 31.25% (5 + 16 =
.3125). Such decisions result from the fact that groups of people do not
always come in nice neat numbers that are divisible by three. The solution
is often like that found in Table 3.5—that is, the upper and lower groups
are defined as some whole number that is roughly 33%.

Once the data are sorted into groups of students, calculation of the dis-
crimination indexes is easy. To do this, calculate the item facility (the IF
discussed above) for the upper and lower groups separately for each item.
This is done by dividing the number of students who answered correctly in
the upper group by the total number of students in the upper group; then
divide the number who answered correctly in the lower group by the total
number of students in the lower group. Finally, to calculate the ID index,
the IF for the lower group is subtracted from the IF for the upper group on
each item as follows:

ID = IFupper — IFiouer
where 1D item discrimination for an individual item
IFuper = item facility for the upper group on the whole test
IFewer = item facility for the lower group on the whole test

For example, in Table 3.5, the IF for the upper group on item 4is 1.00,
because everyone in that group answered it correctly. At the same time,
the IF for the lower group on that item is .00 because everyone in the lower
group answered it incorrectly. | calculated the item discrimination index
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for this item by subtracting the IF for the lower group from the IF for the
upper group and got an index of the contrasting performance of those
students who scored high on the whole test with those who scored low. In
this case, it turned out to be 100 (ID = IFupp — [Fiwe = 1L00 = .00 = 100), as
is reported in Table 3.6. An item discrimination index of 1.00 is very good
because it indicates the maximum contrast between the upper and lower
groups of students— that is, all the high-scoring students answered cor-
rectly, and all the low-scoring students answered incorrectly.

The theory is that the scores on the whole test are the best single
estimate of ability for each student. In fact, these whole test scores must be
more accurate than any single item because a relatively large number of
observations, when taken together, will logically give a better measurement
than any of the single observations. Consider, for instance, the accuracy of
one observation of your pulse rate as compared to the average of twenty
such observations over a period of hours. The average of the multiple
observations would clearly be more accurate than any of the single
observations. Analogously, since each item is only one observation of the
students’ performances and the whole test is a collection of such
observations, the whole total test scores are more accurate estimates of the
students’ performances than any given item.

One implication of this conclusion is that those norm-referenced items
which separate students into upper and lower groups in similar manner to
the whole test scores are the items which should be kept in any revised
versions of the test. An item with an ID of 1.00is indicating that the item
separates the upper and lower groups in the same manner as the whole test
scores. Such an item is therefore a good candidate for retention in any
revised version of the test, although the adequacy of the item format and
the suitability of the item facility index must also be considered for each
and every decision. ID indexes can range from 1.00 (if all the upper-group
students answer correctly and all the lower-group students answer
incorrectly, as with item 4 in Tables 3.5 and 3.6) to —1.00 (if all the lower-
group students answer correctly and all the upper-group students answer

Table 3.6: Item Statistics

Item Number
Item
statistic 1 2 3 4 5 6 7 8 9 10
IF A 56 .4 50 1.00 .44 .50 .63 3B 00
IF,,.,,, 100 60 60 100 1.00 .80 00 .80 .20 .00
IFio - SO 60 .20 .00 1.00 .20 100 .40 60 .00

D 20 .00 40 1.00 .00 .60 -100 .40 -40 .00
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incorrectly, as with item 7 in these tables). Naturally, ID indexes can take
on all the values between +1.00 and —1.00, as well.

Consider several other items in Table 3.6. In item 6, the students in the
upper group have an IF of .80, and those in the lower group have an IF of
.20, so the item discrimination index for item 6 is .60 (.80-.20 = .60). This
ID index indicates that the item is “discriminating,”or distinguishing, fairly
well between the high-scoring students and low-scoring students on
the whole test. On the other hand, item 9, for which the upper group
had an IF of .20 and the lower group an IF of .60, would have an ID of —.40
(.20-.60 = —.40). This ID index indicates that the item is somehow testing
something quite different from the rest of the test because those who
scored low on the whole test managed to answer this item correctly more
often than those who scored high on the total test. Since the multiple
observations of the whole test are logically a better estimate of the students’
actual knowledge or skills than any single item, good reasons exist for
doubting the value of the contribution being made to a norm-referenced
test by items that have low or negative ID indexes.

Another statistic that is often used for the same purpose as the ID is the
point biserial correlation coefficient. This statistic is usually lower in
magnitude when compared directly with the ID for a given item but is
analogous in interpretation. Because ID is easier to calculate and
understand conceptually, teachers are much more likely to use it in most
language programs. Hence, | can safely delay the discussion of the point
biserial correlation coefficient until Chapter 6.

NRT Development and Improvement Projects

The development or improvement of a norm-referenced language test
is @ major undertaking like many other aspects of language curriculum
development. Such projects are usually designed to:

1. pilot a relatively large number of test items on a group of students
similar to the group that will ultimately be assessed with the test,

2. analyze the items using format analysis and statistical techniques,
and

3. select the best items to make up a shorter, more effective revised
version of the test. (See Brown 1988c¢ for an example of such a test
revision project.)

Ideal items in an NRT development project have an average IF of .50
and the highest available ID. These ideal items would be considered well-
centered — that is, 50% answer correctly and 50% incorrectly. In reality,
however, items rarely have an IF of exactly .50, so those that fall in a range
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between .30 and .70 are usually considered acceptable. Once those items
that fall within the allowable range of IFs are identified, the items among
them that have the highest ID indexes would be further selected for
retention in the revised test. This process can help the teacher to retain
only those items that are well-centered and discriminate well between the
low- and the high-scoring students. Ebel (19°79,p. 267) has suggested the
following guidelines for making decisions based on ID:

.40 and up Very good items

.30 to .39 Reasonably good but possibly subject to
improvement

.20 to .29 Marginal items, usually needing and being
subject to improvement

Below .19 Poor items, to be rejected or improved by
revision

Of course, Ebel’s guidelines should not be used as hard and fast rules but
rather as aids in making decisions about which items to keep and which to
discard until a sufficient number of items has been found to make up
whatever norm-referenced test is under development. This process is
usually far less scientific than many novice test developerswould like.

Consider the items in Table 3.6. Which three items from the ten shown
in the table would be best to select for a new revised version of the test?
Items 4 and 6 seem like good candidates for retention in a revised version of
the test because they both have IFs that are close to .50 and have the highest
IDs in this set of items. But which other item should be kept? Items 3 and 8
both seem like possibilities because they have IFs within the .30 to .70 range
of acceptability and have the highest available IDs of those items that
remain. But such decisions are .not always clear-cut. For instance, a test
developer might decide to keep both items 3 and 8 because they are
effective, or to reject both items because they do not discriminate above .40,
or to keep both items but revise them to make the distractors more efficient.

Distractor Efficiency Analysis

Even after careful selection of the items to be used in a revised and
improved version of a test, thejob of improving the test may not be finished,
particularly for multiple-choice items. Further statistical analysis of the
different parts of each item may help to ensure that they are all functioning
well. Recall that the parts of a multiple-choice item include the item stem, or
the main part of the item at the top, the options, which are the alternative
choices presented to the student, the correct answer, which is the option that
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will be counted as correct, and the distractors, which are the options that will
be counted as incorrect. Also recall that these incorrect options are called
distractors because they should divert, or pull away, the students from the
correct answer if they do not know which is correct. The primary goal of
distractor efficiency analysis is to examine the degree to which the distractors
are attracting students who do not know the correct answer. To do this for an
item, the percentages of students who chose each option are analyzed. If this
analysis can also give the percentages choosing each option in the upper,
middle, and lower groups, the information will be even more interesting and
useful. In any case, the goal is to investigate the degree to which the
distractors are functioning efficiently.

Consider the distractor efficiency analysis results (for the same items
previously shown in Table 3.6) that are given in Table 3.7 for items 1
through 10 (listed down the left side of the table). Notice that the table
also provides the same item facility and discrimination indexes that were
previously shown in Table 3.6. In addition, Table 3.7 gives information
about the proportion of students in the high, middle, and low groups who
chose each of the options. For example, in item 1, nearly everyone chose
option a. In fact, the figures for item 1 indicate that 100% of the students
in the high and middle groups chose a., while 80% of the students in the
low group chose a. The other 20% of the low students apparently chose
option b. Since the asterisk indicates which of the options was correct, this
item appears to have been fairly easy, with the majority of the students in
the low group answering it correctly. This is confirmed by the IF value of
.94, which also indicates that the item was easy because, overall, 94% of the
students answered correctly. Notice that subtracting the percentage of stu-
dents in the lower group who correctly answered from the same figure for
the upper group confirms the ID reported for this first item (ID = IFwPe
—IFiower = 1.00 —= .80 = .20). | might consider this item too easy for the
group of students involved and, since it is not discriminating well, might
choose to eliminate it from future versions of the test. On the other hand,
from a humanitarian point of view, an easy first item is sometimes a good
idea—just so the students can get off to a good start. As with all item
analyses, the decision is up to the teacher involved, but the IF, ID, and
distractor efficiency analyses can certainly help in making such decisions.

A number of other insights can be gained from distractor efficiency
statistics which might never have been perceived without them. In item 2,
for instance, option c. is the correct answer, with the majority (60%) of the
high group choosing that answer. Oddly, the other 40% of the high group
selected a wrong answer, option a. In a situation like this, it is important to
go back to the original item and examine it carefully from both format and
content points of view. The high group may be attracted to both a. and c.
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Table 3.7: Distractor Efficiency
Options

Item
Number IF ID Group a b. ¢ d.

1. 94 20 High 1.00+ .00 .00 .00
Middle  1.00* .00 .00 .00
Low 80% 20 .0V .00
2. .56 .00 High 40 .00 60* 00
Middle .35 05 50* 10
Low 13 .07 .60* .20
3. 44 .40 High 12 60* 13 15
Middle 17 50* 12 21
lLow 21 () .27 .32
4. 50 1.00 High 1.00* .00 .00 00
Middle 50* 12 23 15
Low 00* 34 .32 .34
5. 1.00 .00 High .00 .00 .00 100%
Middle 00 .00 .00 1.00*
Low .00 .00 .00 1.00%
6. 44 60  High 06 .00  80* .11
Middle .20 .00 .33% 47
Low 49 .00 20% 31
7. 50  -1.00 High .00% 80 .08 12
Middle 50* 40 .07 03
Low 1.00 .00 .00 .00
8. 63 40 High 0S¢ 80* .00
Middle .09 .09 67* 15
Low .20 .19 .40* 21
9. 38 -40 High 72 0SS .00 -20%
Middle .22 13 .32 .33%*
Low 13 13 .14 .60%*
10. 00 .00 High 84 00* 13 .03
Middle 52 00* 31 17
Low A7 00 37 46

*Correct option.

because they are both correct answers (or both very nearly correct). If this
is the case, the best strategy would be to change option a. so that it is more
clearly wrong, and/or revise c. so that it is more clearly correct. Doing
either will help to strengthen the item and perhaps increase its ID on
future administrations.

Items 3 and 4 look like good items with well-centered IF and relatively
high ID. The high group is answering both of these items correctly, with
the middle group doing less well and the low group doing poorly. Thus,
these items appear to be functioning well—at least for an NRT. If they
continue to look good in terms of content and format, then they should
probably appear in the revised version of the test.
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Note also in items 3 and 4 that all three distractors seem to be about
equally attractive to those students who did not answer correctly. Item 5, on
the other hand, appears to be doing nothing to discriminate between the
high, middle, and low groups as indicated by the ID of zero. This low ID is
caused by the fact that everyone is answering the item correctly. Item 5
might be improved by making the distractors more attractive. Careful
examination might reveal that the distractors are so ridiculous that even
students who do not know the content select the correct answer. By making
those distractors less ridiculous, the item might be salvaged. On the other
hand, if I had enough good items without this one, | mightjust eliminate it.

Item 6 provides an example of an item with one distractor that is not
attracting any of the students. In other words, distractor &. is not carrying
its weight in the process of testing the students. Since the item is otherwise
fairly good from an NRT perspective (IF=.44; ID =.60), | might decide to
revise option b. so that it will be more attractive to students who do not
know the content of the item. Alternatively, I might decide to leave the
item alone and continue to use it on the theory that tampering with an
item that is working is foolhardy. As always, the decision is up to the
individual test developer.

Item 7 presents an entirely different picture. This item appears to be
doing everything backwards from the other items on the test. Notice that
the low students are all answering this question correctly, while only 50% of
the middle group is getting it right, and none of the high group. The ID
index of —1.00 also indicates that the item is discriminating in exactly the
opposite way from the way the rest of the test spreads students out. Look at
option &. to figure out what might be wrong with this item. The pattern of
statistics indicates to me that the item might be miskeyed. Option b. is be-
having more like the correct answer, although a. appears to be the correct
answer. If examination of the item itself confirms that it is miskeyed, a
quick change of the answer key and reanalysis of the item will probably
revealthat the item is functioning fairly well.

Item 8 looks like a reasonably sound item, but whether or not | will
decide to keep it depends on how high the IDs are for all the other items
and on how man); items | need in the revised version. If many other items
have IDs that are higher than this one, | may decide to throw it out (even
though it is not such a bad item) simply because it would be adding very
little other than length to the test. Again, the content and format analysis
should figure into this decision.

Items 9 and 10 are similar to item 7 in that they seem to be miskeyed. |
should check the original items for the correct answer and then change the
answer key, if appropriate, and reanalyze these items. In the end, they may
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turn out to be good items. The point is that | might never have noticed this
repairable problem if I had not done distractor efficiency analysis.

Admittedly, my examples are designed to exemplify the types of
problems that distractor efficiency analysis can help teachers to solve. And,
as a result, most of the items are not functioning very well. Typically, in the
real world, when a set of items is carefully developed to suit a particular
group of students in a particular situation, a much higher percentage of the
items will be sound and can therefore be retained in the revised version of
the test. However, the problems exemplified here can arise. Based on
my experience in developing tests, | generally like to have enough items in
the development stage that | can throw out one-third to half of the items
and still have a good test of the length that | want. For example, | recently
developed some multiple-choice tests of business English proficiency for
Sony to use in their adult education schools throughout Japan (Brown
forthcoming a). | wanted to end up with four 70-item tests (with a total of
280 items), so | started out with 600 items, which permitted me to throw
out more than half of the items after pilot testing them and still end up
with the test lengths that | wanted. Unfortunately, no hard and fast rule
exists for how many items will be necessary for all types of tests in all types
of situations, but starting with lots of extra items is always a good idea.

| should also point out that the organization of the distractor efficiency
information displayed in Table 3.7 is only one way of presenting such
information. Individual testers and different computer programs may
arrange the results quite differently. The important things to look for in
the statistics for each item are the IF, some form of ID, and the percentages
of the high and low groups selecting each of the options.

DEVELOPING CRITERION-REFERENCED LANGUAGE TESTS

Recall that a central difference between NRTs and CRTs is that NRTs
typically produce normal distributions, while CRTs do not necessarily do
so. In addition, the item selection process for developing NRTs is designed
to retain items that are well-centered (with IFs of .30 to .70) and spread
students out efficiently (the highest IDs are retained, and distractors are
analyzed for efficiency). Such items, once selected for a revised version of
a test, will generally work together to provide a normal distribution of scores.

In contrast, CRTs may not necessarily produce scores that are normally
distributed. In fact, a CRT that is designed to measure student achievement
might produce scores that are predominantly high. If all the
students learned all the material because they were perfect students and the
teacher was marvelous, the students would all score 100% on any end-of-
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course achievement test that was criterion-referenced to measuring that
material. Of course, a teacher could create the same effect (that is, everyone
scoring 100%) by writing a final examination that is far too easy for the
students. To check for this possibility, the teacher may want to administer the
test (or an equivalent form of the test) at the beginning of the course as a
kind of diagnostic test. If the students perform poorly on the beginning-of-
course diagnostic test (pretest) and score well on the end-of-course
achievement test (posttest),then the teacher can interpret the high scores at
the end of the course as legitimate reflections of the students” knowledge or
skills rather than as reflections of a test that is too easy for the students.

In fact, the distributions of scores on a CRT may not be normal for
either the pretest or the posttest. On an ideal CRT designed to test course
objectives, all the students would score 0% at the beginning of the course
(indicating that they need to learn the material) and 100% at the end of
the course (indicating that they have all learned the material). However,
in reality, human beings are never perfectly ignorant at the beginning of a
course nor perfectly knowledgeable at the end. Such distributions are,
nonetheless, ideals that teachers can aim for in CRT development in much
the same sense that they should aim for the normal distribution when they
are developingNRTSs.

One consequence of this fundamental difference in score distributions
between the NRT and CRT categories of tests is that many of the statistics
used for analyzing NRTs, which assume that the test scores are normally
distributed, do not work very well for analyzing CRTs. Consider the item
discrimination statistic. If all the students were to answer all the items
wrong at the beginning of a course and answer all the items correctly at the
end of the course, the teacher should be delighted from a CRT perspective.
However, the ID for each and every item would be zero. Statistics that
depend on a spread of scores, like the ID does in comparing the upper and
lower groups of students, become meaningless if the test does not create a
spread of scores. Such a spread occurs naturally in developing NRTSs.
However, in developing CRTs, other item analysis strategies must be used,
especially item quality analysis and attendant item statistics that reflect the
degree to which an item is measuring learning.

Item Quality Analysis

As with NRTSs, the quality of a CRT can only be as good as the items that
are on it. Remember that the CRT category of tests is commonly used for
testing achievement and diagnosis, both of which are fairly specific to a
particular program (see Chapter 1). One result of the program-specific
nature of CRTs is that the analysis of individual item quality is often crucial.
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Item quality analysis for CRTs ultimately means that judgments must be
made about the degree to which the items are valid for the purposes and
content of the course or program involved. The first concern in analyzing
CRT item quality is with the content of each item. A second consideration
is whether the form of each item adequately assesses the desired content.

Because of the program-specific nature of CRT items, item quality
analysis must often be much more rigorous than it is for NRTs. In devel-
oping or revising an NRT, the purposes are general in nature, and the test
developer’s main concern is to find items that discriminate well between
students in their overall performances. Hence, the tester can rely fairly
heavily on item facility and discrimination statistics to help guide the
choices of which items to keep and which to discard in revising the test. In
developing CRTs, the test developer must rely less on statisticsand more on
common sense to create a revised version of the test that measures what the
students know, or can do, with regard to the program’s objectives.

A criterion-referenced test developer should be concerned primarily
with the degree to which a test, and therefore the items within the test, is
testing whatever content is desired. This content may turn out to be as
narrow, objective, receptive, and discrete-point as a test of each student’s
ability to distinguish between phonemes, or as broad, subjective,
productive, and integrative as a test of the students’ overall proficiency in
terms of strategic competence. These choices and others are up to the
teachers who must develop and use the test. Regardless of what is decided,
the goal of item content analysis for a CRT is to determine the degree to
which each item is measuring the content that it was designed to measure,
as well as the degree to which that content should be measured at all.

In the end, content analysis inevitably involves some “expert” (for
example, the language teacher or a colleague) who must judge the items.
Typically, even in ideal situations, this involves each teacher looking at the
test and having some input as to which items should be kept in the revised
version of the test and which should be reworked or thrown out. In some
situations, strategies similar to those advocated by Popham (1981) are
employed. These strategies include the writing of item specifications based
on clearly defined objectives that are judged by teachers as well as by out-
side and independent reviewers and by examinees.

Item specifications, in Popham’s (1981) terms, are clear item descriptions
that include a general description, a sample item, stimulus attributes,
response attributes, and specification supplements, which will be defined
here (adapting liberally from Popham 1981, pp. 121-122) as follows:

1. General description: A brief general description of the knowledge or
skills being measured by the item.
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2. Sample item: An example item that demonstrates the desirable item
characteristics (further delimited by the stimulus and response
attributes below).

3. Stimulus attributes: A clear description of the stimulus material —that
is, the material that will be encountered by the student— or the
material to which they will be expected to react through the response
attributes below.

4.Response attributes: A clear description of the types of (a) options
from which students will be expected to select their receptive
language choices (responses),or (b) standards by which their
productive language responseswill be judged.

5. Specification supplement: For some items, supplemental material will
be necessary for clarifying the four previous elements; for example,
the specification supplement might include a list of vocabulary items
from which the item writer should draw, or a list of grammatical
forms, or a list of functions of the language.

The goal of such item specifications is to provide a clear enough description
so that any trained item writer using them will be able to generate items very
similar to those written by any other item writer. However, Popham admits
that “some people using the specifications, particularly busy individuals, may
find their need for test description satisfied with the general description
statement and the illustrative item alone.”

At the University of Hawaii, we have been using rating scales to judge
item content in our CRT development projects. (We do not yet use item
specifications,although plans are underway to take this next step in further
developing our criterion-referenced tests.) An example rating scale is
shown in Table 3.8. Notice how the scale is broken into two categories:
content congruence (tojudge the degree to which an item is measuring what
it was designed to assess) and content applicability (tojudge the degree to
which the content is appropriate for a given course or program).

From an administrative perspective, certain advantages can be gained
from having all the teachers who teach a specific coursejudge the quality of
the items on the test for that course. Consider, for instance, an ele-
mentary-school ESL program in which the children must pass an achieve-
ment test at the end of each of three levels of ESL study. If all five of the
program’s teachers are asked to judge the quality of the items on these
achievement tests, they would be much more likely to feel a vested interest
in the tests and would probably be much more cooperative in the testing
process. Where conflicting views arise among the teachers in making these
quality judgments; compromise will be necessary. However, even this
process of compromise can be healthy for the test because not only will
the teachers have to agree on what test content means; they will also have
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Table 3.8: Item Content Congruence and Applicability

Directions Look at the test questions and objectives that they are designed to
test For each item, circle the number of the rating that you give for each
criterton described at the left.

Rating Scale

Very Very
Criteria for Judgement Poor Moderate  Good

Content Congruence

Overall match between the item and the 1 2 3 4 5
objective which it is meant to test.
Comment

Proficiency level match. 1 2 3 4 5
Comment:

Content Applicability

Match between the objective and a related 1 2 3 4 5
material that you teach.
Comment:

Match between the item and related material 1 2 3 4 5
that you teach.
Comment:

to think about the link between what is tested and what is taught in the
course. Remember, such teacher activitiesshould always focus on ensuring
that each item makes sense for assessing the specific content of the course
or program and that the content is worth measuring given the context of
language teaching that exists.

Item format analysis is as important in developing CRTs as it was in
writing or assessing the quality of NRT items. All the comments made in
and about Tables 3.1, 3.2, and 3.3 are applicable for CRTs. One big
difference with CRT item format analysis is that program politics may
necessitate drawing all the teachers who will ultimately use and score the
tests into the process of doing the item format analysis.

CRT Development and Improvement Projects

The revision process for NRTs was described earlier as being based on a
single administration of the test, which is fine because the purpose of an
NRT is usually a one-shot determination of the proficiency or placement of
the students in a single population. The piloting of items in a CRT devel-
opment project is quite different because the purpose of selecting those
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items is fundamentally different. Since a central purpose of a CRT is to
assess how much of an objective or set of objectives has been learned by
each student, CRT assessment has to occur before and after instruction in
the concepts or skills being taught in order to determine whether there was
any gain in scores. As a result, the piloting of a CRT often involves
administering it as a pretest and posttest and comparing results. To limit
the “practice effect” of taking the same test twice, two forms can be devel-
oped, with each half of the students taking one form on the pretest and the
other form on the posttest.

Role ofltem Facility

Once teachers have selected those itemsjudged to have high item
guality, the resulting CRTs can be administered, and statistical item analysis
can proceed. As in NRT item analysis, item facility plays an important role;
however, two possible item facilities exist for each item—one for the pretest
and one for the posttest. In CRT development, the goal is to find items that
reflect what is being learned, if anything. Hence, an ideal item-for
CRT purposes is one that has an IF (for the whole group) of .00 at the
beginning of instruction and an IF of 1.00 at the end of instruction. Such
pretest and posttest IFs indicate that everyone missed the item at the
beginning of instruction (that is, they needed to study the content or skill
embodied in the item) and everyone answered it correctly at the end of in-
struction (that is, they had completely absorbed whatever was being
taught). Of course, this example is an ideal item, in an ideal world, with
ideal students, and an infallible teacher.

Reality may be quite a bit different. Students arrive in most teaching
situations with differing amounts of knowledge. Thus, an IF of .00 for any
CRT item that measures a realistic objective seems unlikely, even at the very
beginning of instruction. Similarly, students differ in ability and in the
speed with which they learn, so they will probably not learn each and every
objective to an equal degree. Thus, CRT items with IFs of 1.00 are unlikely,
even at the end of instruction.

Nevertheless, much can be learned about each item on a CRT from
comparing the performance on the item of those students who have studied
the content (posttest) with those who have not (pretest). Two different
strategies can be used to make such a comparison. The first approach, which
I call an interventionstrategy, begins by testing the students before instruction
in a pretest. At this stage, the students are uninstructed. The next step is to
intervene with whatever instruction is appropriate and then test the
instructed students on a posttest. This strategy puts the test developer in a
position to do an item-by-item comparison of the two sets of IF results.
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The second approach is the differential groups strategy. This strategy
begins by finding two groups of students: one group that has the
knowledge or skills that are assessed on the test and another group that
lacks them. The test developer can then compare the item facility indexes
of the first group, sometimes termed masters, with the item facility indexes
for the second group, called non-masters. Whether test developers use the
intervention strategy or differential groups strategy depends on what is
most convenient and logical in a given teaching situation (see Chapter 8
Construct Validity for other uses of these strategies). In either case, the item
statistic that the tester calculates to estimate the degree of contrast between
the two administrations of the test is called the difference index.

Difference Index

The difference index (DI, not to be confused with ID) indicates the
degree to which an item is reflecting gain in knowledge or skill. In contrast
to item discrimination, which shows the degree to which an NRT item
separates the upper third from the lower third of the students on a given
test administration, the difference index indicates the degree to which a
CRT item is distinguishing between the students who know the material or
have the skill being taught and those who do not. To calculate the
difference index, the IF for the pretest results (or non-masters) is subtracted
from the IF for posttest results (or masters). For example, if the posttest IF
for item 10 on a test was .77 and the pretest IF was .22, the teacher would
know that only 22% knew the concept or skill at the beginning of
instruction while 77% knew it by the end. The relatively high DI for that
item of .77 — .22 = .55 would indicate 55% gain. DIs can range from -1.00
(indicating that students knew but somehow unlearned the knowledge or
skill in question) to +1.00 (showing that the students went from knowing
nothing about the knowledge or skill to knowing it completely) — and
everything in between as well.

Other examples of calculations for the DI are shown in Table 3.9. The
statistics in the table are derived from pretest and posttest results in the
ESL academic reading course at the University of Hawaii (from a study
reported in Brown 1989a). Notice that only the results for items 41 to 60
are presented. Clearly, the DI is relatively easy to calculate. Yet this simple
statistic is also very useful because teachers can use it to identify those items
which are most highly related to the material being taught in their courses.
The teachers can then keep those items in revised versions of their CRTs
and eliminate items that are not related to the curriculum. More
importantly, teachers can study those items which have low DIs and try to
figure out why the material is apparently not being learned by many
students. Is it being taught poorly? Are the materials confusing the
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Table 3.9: Calculating the Difference Index

Il\ltS?nnber Posttest IF - Prestest IF - Difference Index (DlI)
41 770 - 574 = .196
42 623 - 492 = 131
43 .836 - .689 = 147
44 .787 - 639 = 148
15 .738 - 656 = .082
46 328 - 246 = .082
47 869 - 574 = .295
48 .689 - 344 = .345
49 623 - 31 = 312
50 557 - 262 = .295
51 821 - .640 = 181
52 262 - .246 = .016
53 754 - 623 = 131
54 639 - 508 = 131
55 .689 - 541 = .148
56 .508 - 426 = .082
57 .656 - 492 = 164
58 .426 - 361 = .065
59 .492 - 311 = 181
60 639 - 443 = .196

students? Is the test item poorly constructed? Do the students resist
learning the material for some cultural reason? And so forth.

The B-index

One problem that may crop up in using the difference index is that two
administrations of the CRT are necessary. To solve this problem, other
methods for assessing the sensitivity of CRT items to differences in
knowledge or skill have been developed (see Shannon & Cliver 1987 for
more on these statistics). The most straightforward of these indexes is
called the Bindex. The B-index is an item statistic that compares the IFs of
those students who passed a test with the IFs of those who failed it. In
other words, the masters and non-masters on the test are identified by
whether or not they passed the test, and then the Bindex indicates the
degree to which the masters (students who passed the test in this case)
outperformed the non-masters (studentswho failed the test) on each item.
The first step in calculating this statistic is determining the cut-point for
passing the test.
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Table 3.10 shows hypothetical item-by-item performance results on a
CRT posttest at the end of a high-school ESL course. Notice that the cut-
point is 70% and that, at the bottom of the table, the IFs for those students
who passed and those who failed are given separately for each item. To
calculate the Bindex for each item, | subtracted the item facility for those
students who failed from that for those who passed. This can be expressed
in the following simple formula:

Bindex = IFpn — IFua
where  Bindex =difference in IF between students who passed and failed

a test
IF..  =item facility for students who passed the test
IFea = item facility for studentswho failed the test

Notice in Table 3.10 that all the students who passed the test answered the
first item correctly and all those who failed the test missed item 1. Notice
also that the &index, based on an item facility of 1.00 for the students who
passed and 0.00 for those who failed, would be:

Bindex = ) § IFea
= 1.00 - 0.00
= 1.00

Thus, item 1 maximally separates the students who passed the test from the
students who failed it, and its Bindex is as high as the statistic can go. Item
2 shows the opposite situation: All the students who passed the test missed
this item, and all those who failed the test answered the item correctly. The
resulting Bindex is —1.00, which is as low as this statistic can go (0.00 - 1.00
= —1.00). Fifty-seven percent answered item 3 correctly in the pass group
and fifty percent in the fail group, with the result that the Bindex is 0.07
(0.57 - 0.50 = 0.07), indicating that item 3 does not distinguish very well
between students who have passed the test and others who have failed it.
Item 4 illustrates very well the result obtained if everyone answers an item
correctly (1.00 - 1.00 = 0.00). The same would be true if everyone
answered the item incorrectly. The other items show somewhat more
realistic results in between the extremesjust explained.

Interpretation of the Bindex is similar to that for the difference index
(D1). However, the B-index indicates the degree to which an item
distinguishes between the studentswho passed the test and those who failed
rather than contrasting the performances of students before and after
instruction, as is the case with the difference index. Nevertheless, the B
index does have the advantage of requiring only one administration of a
CRT and therefore may prove useful.
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Table 3.10: Calculating the B-index

Item Number

Student
ID 1 2 3 4 5 6 7 8 9 10 Total Percent
R 1 0 1 1 1 1 1 1 1 1 9 90%
Q 1 0 1 1 1 1 1 1 1 1 9 90%
G 1 0 1 1 1 1 1 1 1 1 9 90%
| 1 0 1 1 1 1 1 1 1 1 9 90%
B 1 0 1 1 1 1 1 1 0 1 8 80%
F 1 0 1 1 1 0 1 1 1 1 8 80% PASS
E 1 0 0 1 1 1 1 1 1 1 8 80%
T 1 0 0 1 1 1 1 1 1 1 8 80%
S 1 0 0 1 1 1 1 1 1 1 8 80%
C 1 0 1 1 1 1 1 1 1 0 8 80%
K 1 0 1 1 1 1 1 0 0 1 7 70%
M 1 0 0 1 0 1 1 1 1 1 7 70%
.0 1 0 0 1 1 1 0 1 1 1 7 70%

1 0 0 1 1 1 1 1 0 1 7 70%

70% cut-point

D 0 1 1 1 0 0 1 1 0 1 6 60%
N 0 1 0 1 0 1 1 0 1 1 6 60%
H 0 1 0 1 1 1 0 0 1 1 6 60% FAIL
L 0 1 1 1 1 1 0 0 0 0 5 50%
J 0 1 1 1 0 0 1 0 0 0 4 40%
P 0 1 0 1 0 0 0 0 0 0 2 20%
[F e 1.00 0.00 0.57 1.00 0.93 0.93 0.93 093 0.79 0.93 8.01 80% MEAN,,
IFua 0.00 1.00 050 1.00 0.33 0.50 0.50 0.17 0.33 0.50 4.83 48% MEANG.
Bindex 1.00 -1.00 0.07 0.00 0.60 0.43 043 0.76 0.46 0.43 3.18 32% PASS-FAIL

CRT Item Selection

Having analyzed the items on a CRT, teachers will ultimately want to
revise the tests by selecting and keeping those items that are functioning
well for achievement or diagnostic decisions. The item quality analysis can
help with this selection process by providing information about how well
each item fits the objective being measured and the degree to which that
objective fits the course or program involved. Calculating difference
indexes (comparing pretest and posttest results) provides additional
information about how sensitive each item was to instruction. Calculating
B-indexes (for the posttest results) provides information about how

effective each item was in making the decision about who passed the test
and who failed.

In other words, teachers must use multiple sources of information,
including the DI, the Bindex, as well as item quality analysis and item
format analysis, to make decisions about which items to keep and which to
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discard in the CRT revision process. Consider Table 3.9 once again.
Which of the items should the teacher select if only the five best were
needed? Numbers 47 through 50 would be attractive and obvious choices
for the four best items. But what about the fifth best item? Should the
teacher keep item 41 or item 60 (both of which have DIs of .196), or
should the teacher keep item 51 or item 59 (which are not far behind with
DIs of .181)? These last choices would no doubt involve looking at the
items in terms of their other qualities, particularly item quality and item
format analyses. Also consider what you would do if you had the Bindexes
on the posttest and the one for number 47 turned out to be only .02.

In short, the difference index and B-index can help teachers to select
that subset of CRT items that are most closely related to the instruction and
learning in a course and/or that subset most closely related to the
distinction between students who passed or failed the test. With sound
CRTs in place, teachers can indeed judge the performance of their
students. However, equally important, teachers can also examine the fit
between what they think they are teaching and what the students are
actually absorbing. Oddly enough, some teachers may be examining this
important issue for the first time in their careers.
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SUMMARY

The following checklist summarizes everything covered in this chapter.
| provide it so that you can quickly and easily recall the steps to take in
using information about the individual items on your tests. As always, your
purpose is to improve the quality of your tests through selecting those
items that are functioning well and throwing out those that are doing no

good. Notice that the checklist is separated into two main parts, one for
NRT development and one for CRTs.

(O Have you identified what it is that you wish to treat as an item (smallest unit of
distinctive test information)?

[J Are you developing an NRT (proficiency or placement)?
J Have you done item format analysis?
(O Checked the general guidelines (Table 3.1)7
0O Checked the receptive item guidelines (Table 3.2)?
3 Checked the productive item guidelines (Table 3.3)?
[0 Have you done an item facility analysis?
[J Have you done an item discrimination analysis?
J Have you followed all NRT development steps?
(0 Piloted a relatively large number of items?
[J Analyzed items?

{J Selected the best items on the basis of item format, item facility, item

discrimination, as well as on the basis of your knowledge of linguistics and
language teaching?

[0 Put together a new revised and more efficient test?
(O Have you used distractor efficiency analysisto help improve ailing items?
O Are you developing a CRT (achievement or diagnosis)?
O Have you used item quality analysis?
O Item content analysis?
[J Content congruence?
O Content applicability?

[J Have you considered item facility (for pretest and posttest, or for masters and
non-masters)?

0 Have you calculated and used the difference index (and/or B-4index) for each
item?

(0 Have you followed all CRT development steps?
(O Piloted a relatively large number of items both before and after instruction?
3 Analyzed items?

[0 Selected the best items on the basis of item content and format, item
facility, and difference indexes, (and/or Bindexes) as well as on the basis
of your knowledge of linguisticsand language teaching?

O Put together a new revised and more efficient test?
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TERMS AND SYMBOLS

analytic approach

Bindex

content applicability
content congruence
correct answer

difference index (DI)
differential groups strategy
distractor efficiency analysis
distractors

fill-in items

general description (in item specifications)
holistic approach
instructed

intervention strategy

item

item analysis

item content analysis

item discrimination (1D)
item facility (IF)

item format analysis

item quality analysis

item specifications

item stem

masters

matching items
multiple-choice items
non-masters

options

partial credit

premises

productive response items
receptive response items



response attributes (in item specifications)
sample item (in item specifications)
short-response items

specification supplement (in item specifications)
stimulus attributes (in item specifications)

task items

true-false items

uninstructed

Test Items 87
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REVIEW QUESTIONS

1.What is an item? What is the difference between an item and a test? What
isan item on a cloze test? A dictation? A composition?

|

. What characteristics of items are commonly considered for both NRT and
CRT development? Which are specific to NRTs? Which are exclusively used
in CRT improvement projects?

3. Why is item format analvsis so important? And why was it mentioned as an
important consideration' for developing both NRTs and CRTs?

4. What is the item facilitv index? How do you calculate it? How do you
interpret the results of your calculations?

b. What is the item discrimination index? How do you calculate it? How do
you interpret the results of your calculations?

6.What are basic steps that you should follow in developing an NRT? How
are they different and similar to the steps involved in CRT development?

7. What is distractor efficiency analysis? How do you do it? What can you
learn from it in terms of improving your test items?

8. What is item quality analysis? Should you be more interested in content
congruence or content applicability?

9. What is the item difference index? What role does item facility play in the
calculation of item difference indices? How are the pretest—posttest
strategies, used to calculate the item difference, different from the pass—fail
strategies used to calculate the Bindex? Once you have your data using one
or the other of these strategies, how do you calculate the difference index,
or Bindex, for each of the items? How do you interpret the results of your
calculations? Lastly, how can you use both statistics in combination in
selecting CRT items?

10.What are the fundamental differences between the strategies used to revise
NRTs and those used for CRTs? Do you now think that careful examination
of the items on a test can help you to adapt it for your language program?
What general steps would you follow in such a process?
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APPLICATION EXERCISES

A. Consider the results presented in Table 3.11. Notice that items are coded |
for correct answers and 0 for incorrect for thirty students (rows labeled with
student numbers in the left column) on thirty different items (columns
labeled with numbers across the top). Note also that the students' answers
are listed in descending order (from high to low) according to their total
scores in the right column. These item data (used in the analysis for
Premaratne 1987) are real results of the cloze test performance of a group
of high-school students in Sri Lanka. The table provides all the information
that you will need to go ahead and calculate the IF and ID for each item in
this norm-referenced test. In calculating the ID, use the top ten students for
the upper group and the bottom ten for the lower group. (See the Answer
Key for answers.)

B. Examine the computer output shown in Table 3.12 for an NRT in terms of
IF, ID, and distractor efficiency. These results are real data from a pilot
version of the Reading Comprehension subtest of the English Language
Institute Placement Test at UHM. If you were responsible for choosing five
of the fifteen items for a revised version of the test, which five would you
choose? Why? Would you make any changes in the distractors of those you
chose? (See the Answer Key for my choices.)

C. Look at Table 3.9 (p.81). If your task was to select the best fifteen CRT
items out of the twenty shown in the table, which would you choose, and
why? (See the Answer Key for my choices.)

D. Examine Table 3.13. You will note that Table 3.13 is exactly the same as
Table 3.10 (p. 83) except that the cut-point for passing or failing the test has
been changed to 60%.Recalculate the Bindex for each item. How would
you interpret these new indexes, and how do they compare to the results
when the cut-point was 70%? (See the Answer Key.)
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Example NRT ltem Data from Sri Lankan High-School Students on a Cloze Test

Table 3.11

Itern Numba.

Total

12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 Score
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1234567891011

Number

27

27
26
26
24

20

29
12

21

21

20

19
18
18
18
18
18
17
17
16
16
16

16
30

17

1

1

000

27
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1
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0o 0 0 0
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0

14

10

0

001100
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1
1

0

0
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0

0

0

0
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0 1
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11

0
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1

1
1

11

0

001 0 0 0 0 0 1

1

0

10

0
0

1

0O 0 0

1
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Table 3.12:Computer Analysis of 15 Items
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options
Item _
Number Group Difficulty a. b. c d. e. Correlation

1 High (93.0) 284* 1 2 5 0 (0.153)
Low 260 1 18 13 0

2 High (65.6) 11 9 229* 43 0 (0.295)
Low 39 18 154 81 0

3 High (88.2) 18 5 5 263* 0 (0.122)
Low 13 13 12 252 2

4 High (73.8) 237 12 40 3 0 (0.189)
Low 195 13 76 5 0

5 High (45.5) 19 4 98 169* 0 (0.310)
Low 39 14 143 96 0

6 High (83.8) 5 10 273% 3 0 (0.394)
Low 23 42 216 11 0

7 High (68.4) 10 251% 1 20 0 (0.469)
Low 14 148 29 100 0

8 High (55.2) 84 6 13 189* 0 (0.231)
Low 102 19 37 134 0

9 High (58.1) 15 5 52 220% 0 (0.375)
Low 29 7 136 120 0

10 High (39.8) 25  166% 46 55 0 (0.399)
Low 51 67 91 83 0

11 High (92.6) 4 0 286* 2 0 (0.468)
Low 10 15 255 12 0

12 High (77.4) 268* 6 10 9 0 (0.468)
Low 184 13 57 37 0

13 High (66.3) 1 9 246* 36 0 (0.414)
Low 9 48 141 92 0

14 High (86.2) 271% 0 2 19 0 (0.276)
Low 233 17 18 24 0

15 High (62.4) 39 5 46 202 0 (0.205)
Low 75 15 40 162 0

*Correct option.
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Table 3.13: Example ltem Data for Bindex Calculations

Item Number

Student

ID 1 2 3 4 5 6 7 8 9 10 Score Percent

R 1 0 1 1 1 1 1 1 1 1 9 90%

Q 1 0 1 1 1 1 1 1 1 1 9 90%

G 1 0 1 1 1 1 1 1 1 1 9 90%

1 1 0 1 1 1 1 1 1 1 1 9 90%

B 1 0 1 1 1 1 1 1 0 1 8 80%

F 1 0 1 1 1 0 1 1 1 1 8 80% PASS
E 1 0 0 1 1 1 1 1 1 1 8 80%

T 1 0 0 1 1 1 1 1 1 1 8 80%

S 1 0 0 1 1 1 1 1 1 1 8 80%

C 1 0 1 1 1 1 1 1 1 0 8 80%

K 1 0 1 1 1 1 1 0 0 1 7 70%

M 1 0 0 1 0 1 1 1 1 1 7 70%

(0] 1 0 0 1 1 1 0 1 1 1 7 70%

A 1 0 0 1 1 1 1 1 0 1 7 70%

D 0 1 1 1 0 0 1 1 0 1 6 60%

N 0 1 0 1 0 1 1 0 1 1 6 60%

H 0 1 0 1 1 1 0 0 1 1 6 60%

60% cut-point

L 0 1 1 1 1 1 0 0 0 0 5 50%

J 0 1 1 1 0 0 1 0 0 0 4 40% FAIL
P 0 1 0 1 0 0 0 0 0 0 2 20%

|- Mean,.
1Fua Meanu

Bindex Pass-Fail




CHAPTER 4

DESCRIBING TEST RESULTS

The purpose of describing the results of a test is to provide test
developers and test users with a picture of how the students performed on
it. In order to show how testers graphically and statistically describe test
results, | first explain four different types of scales that can be used to
organize numerical information. Then | illustrate several useful ways of
visually displaying sets of numbers (also known as data) with reference to
the frequency of occurrence of each score. Such graphs help testers,
teachers, and students to understand the results on the test more easily.
Descriptive statistics provide another useful set of tools for describing sets
of data. In this chapter, | cover statistics for describing the central tendency
of a set of numbers, as well as for characterizing the dispersion of numbers
away from the central tendency. | end the chapter with a discussion of how
best to go about describing test results, whether the results are for an NRT
or CRT decision.

SCALES OF MEASUREMENT

All quantifiable data are by definition countable or measurable in some
way. However, various types of data must be handled in different ways. For
example, German as a foreign language proficiency could be measured on
a test that would produce scores spread along a very wide continuum. The
scores might be quite different for the various nationalities studying
German. If | was interested in learning more about such patterns of
behavior, | might ask the students for information about their nationalities.
These nationality data would not, of course, be scores but rather categories
within which individual students would fall. The next step might be to sort
through the various sets of scores produced by these groups and use
descriptive statistics to summarize their performances on the test, but this
time, for each nationality separately. The difference between German
language proficiency and students’ nationality in this discussion is a
difference in the ways that the data are organized and treated. German
language proficiency is observed as a set of test scores, while nationality is
observed as a set of categories. Such differences will be reflected in the
different kinds of scales used to measure various types of language
behavior.

Typically, four types of scales appear in the language teaching literature.
The four scales, all useful in one way or another, represent four different

ways of observing, organizing, and quantifying language data. The four
93
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Table 4.1: Four Scales of Measurement

Names Categories ~ Shows Ranking Gives Distances Ratios Make Sense

Nominal 1

Ordinal [

Interval

Ratio

scales are the nominal, ordinal, interval, and ratio scales. Although the
scales organize data in different ways, they should be thought of as sup-
plying varying amounts of information. In fact, the amounts of informa-
tion can be arranged hierarchically from least to most information, as
shown in Table 4.1. This is why they are sometimes termed levels of
measurement (Bachman 1990). | start by discussing the scale that provides
the least information, the nominal scale, and then gradually move down the
table toward the scale that provides the most information, the ratio scale.

Nominal Scales

A nominal scale is used for categorizing and naming groups. Most
language teaching professionals will, at one time or another, be interested
in identifying groups into which language students might fall. Some of the
most common categories or groupings are according to gender, nationality,
native language, educational background, socioeconomic status, level of
language study, membership in a particular language class, and even
whether or not the students say that they enjoy language study. However,
nominal scales are by no means restricted to people. Rocks, molecules,
photons, dinosaurs, birds, flowers, trees, smells, algae, or almost anything
that the human mind can conceptualize can be categorized grouped, and
counted on nominal scales. The list of possible nominal scalés is unlimited.
However, in order to be a nominal scale, one condition must always be met:
Each observation on the scale must be independent— that is, each obser-
vation must fall into one, and only one, category. The ensuing observations
can be in different categories, but they too must each fall into one, and
only one, category. The essence of the nominal scale is that it names
independent categories into which people (or other living things or
objects) can be classified. One source of confusion with this type of scale is
that it is sometimes called a categorical scale or, in the case of two categories
like female/male, a dichotomous scale. Regardless of what it is called, such a
scale identifies and gives a name to the categories involved.
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Ordinal Scales

Like the nominal scale, an ordinal scale names a group of observations,
but, as its label implies, an ordinal scale also orders, or ranks, the data. For
instance, if | wanted to rank my students from best to worst in some ability
based on a test that | have administered to them, I would arrange the
student’s scores from high to low and then simply rank the students, using
ordinal numbers. The highest student would be first, the next student
second, then third, fourth, and so on. This would be an ordinal scale for
my group Of students. In fact, my high-school French teacher did just that
each time she administered a unit test. She then seated us based on the
rankings from the front left seat (the worst score on the test) systematically
from left to right all the way back to the back right seat (the best score). |
often had the bad luck of being assigned to the front left seat; as a result, |
still find ordinal scales a bit oppressive.

Other ordinal scales may also be of interest to language teachers. For
instance, ordinal scales might be used to quantify the salary or seniority
rankings of teachers within a language program, or to quantify the
rankings for the relative difficulty of morphemes or structures like those
measured on structure tests. If the data are arranged in order and labeled
in ordinal numbers (first, second, third, and so forth), the data are on an
ordinal scale. More exactly, an ordinal scale orders, or ranks, people (or
other living things or objects) such that each point on the scale is a
position that is “more than” and “lessthan” the other points on the scale.

Interval Scales

An interval scale also represents the ordering of a named group of data,
but it provides additional information. As its name implies, an interval
scale also shows the intervals, or distances, between the points in the
rankings. For instance, language test scores are usually on interval scales.
Consider the scores shown in Table 4.2. Notice, in the last column, that
the students can be categorized into four groups (top, upper middle, lower
middle, and lower groups) on a nominal scale and that the students can
also be ranked on an ordinal scale, as shown in the third column. How-
ever, the scores themselves provide much more information than either of
the other two scales because interval scale scores indicate the interval, or
distance, between the students’ scores on the test. For example, Robert
scored 12 points higher than Millie, but Millie was only 3 points higher
than Iliana. In addition, the distances between some of the middle scores
are only one point each. In short, interval scales contain information
about the distances between students’ scores, which is missing on ordinal
and nominal scales. Hence, interval scales provide more information than
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Table 4.2: Three Example Scales

Test Scores Rankings Frequencies
Students (Interval) (Ordinal) (Nominal)
Robert 97 1 / 1 ‘Top
Millie 85 2 / 1 Group”
Hliana 82 3 / 1
Dean 71 4 / 1
Cuny 70 55 // 2 “Upper
Bill 70 55 Middle
Corky 69 7 / 1 Group”
Randy 68 8 / 1
Monique 67 10 11/ 3  “Lower
Wendy 67 10 Middle
Hrnk 67 10 Group”
Shenan 66 12 / 1
Jeanne 62 13 / 1 “Lower
Elisabeth 59 14 / 1  Group”
Archie 40 15 / 1
Lindsey 31 16 / 1

either ordinal or nominal scales. Examples of interval scales include vir-
tually all language tests, whether for placement, proficiency, achievement,
or diagnosis, as well as other scales used to measure attitudes, learning
styles, and so forth.

One problem arises among statisticians due to the fact that the intervals
between points on the scale are assumed to be equal. On the test shown in
the second column of Table 4.2, the distance between scores of 25 and 27,
which is 2 points, is assumed to be the same as the distance between 96 and
98, which is also 2 points. The problem is that some items on a language
test may be much more difficult than others, so the distances between
intervals may not, in fact, be equal. Items that make a difference between
high scores like 96 and 98 might be considerably more difficult than items
at the other end of the scale that make the difference between scores of 25
and 27. The assumption of equal intervals is one that language testers
worry about but also learn to live with.

Ratio Scales

A ratio scale also represents the ordering of a named group of data and
shows the distances between the points in the rankings, but it provides
additional information. First, a ratio scale has a zero value; and second, as
the name implies, the points on the scale are precise multiples, or ratios, of
other points on the scale. For instance, if the lights in a room are turned
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off, there is zero electricity flowing through the wires. If | turn on a 50-
watt bulb, a certain amount of electricity is flowing through the wires. If |
then switch on another bulb that uses 100 watts, two times as much elec-
tricity is flowing through the wires. Thus, electricity can be measured on
a ratio scale; zero electricity makes sense as do multiples or ratios along
the scale.

However, arguing that any person knows zero, or no part, of any foreign
language would be a difficult position to take. Even a person who has
never studied a foreign language knows certain lexical, phonological, and
syntactic facts about language in general from learning a native language.
This information, in addition to providing cognates and other links be-
tween any two languages, can be brought to bear on the task of learning a
foreign language. Hence, the position that a person knows zero Japanese
(orany other foreign language) is theoretically untenable.

Another shaky position would be to state that a student who scores 100
on a Russian proficiency test knows twice as much Russian as another
student who scored 50, or that the student who scored 50 knows five times
as much as a student who scored 10. Ratio scales of concern to language
teachers include things like the students’ ages, the number of years of
schooling that they have had, their years of language study, the number of
languages they speak, and so forth.

Relationships among Scales

The relationships among the four types of scales is hierarchical in the
sense shown in Table 4.1. The table shows that nominal scales name and
categorize only, while ordinal scales use categories but also give the rank-
ing, or ordering of points within the categories. Interval scales provide
information about the categories and ordering but also give additional de-
tails about the distances, or intervals, between points in that ranking.
Finally, ratio scales give the intervals between points in the ordering of cer-
tain categories, but with even more information, because the ratio scales
have a zero, and points along the scale make sense as multiples or ratios of
other points on the scale.

Another characteristic of scales is that they can sometimes be converted
into other scales, but this is a one-way street in the sense that any of the
scales can only be changed into those scales above it in the hierarchy
shown in Table 4.1. For instance, the interval scale shown in Table 4.2 can
easily be changed into an ordinal scale by going through the scores and
ranking the students first, second, third, fourth, and so on. Likewise,
either the interval scale scores or the ordinal scale ranks can be changed
into a nominal scale by grouping the scores into “top group,” “upper
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middle group,” “lower middle group,” and “lower group,” as shown in the
right column of Table 4.2. The result is a nominal scale with all students
falling into one of the four groups.

However, once data are recorded at the nominal level without any
indication of order or intervals, the information is not available that would
be necessary to convert a scale in the other direction. In other words, a set
of data recorded on a nominal scale cannot be converted into an ordinal or
interval scale because in a nominal scale, the necessary information about
the order of scores or about the distances between points is missing.
Similarly, data recorded as an ordinal scale cannot magically become an
interval scale. To check these statements, try converting each of the scales
shown in Table 4.2 to the others, but with the other scales covered. You will
see that you can only convert in one direction.

In virtually all cases, the tests that teachers design for their language
programs produce scores that can be treated as interval scales, and so it
should be. Nevertheless, knowing about the different types of scales is
important because a number of the analyses presented later in the book
assume an understanding of the differences between ratio, interval, ordinal,
and nominal data. In addition, teachers should realize when they are
recording data that they should keep the data on the highest level of
measurement that they can, preferably on interval or ratio scale, so that
information is not lost. A teacher can always convert a ratio scale into an
interval scale, or an interval scale into a nominal or ordinal scale, but the
reverse is never true. So teachers should keep records in the most precise scale
possible.

DISPLAYING DATA

If 1 were to ask a neighbor how frequently people in our neighborhood
read their mail, she would probably answer something like once per day. If |
were to ask how frequent a score of 69 is in Table 4.3,the answer would
clearly be “four people received 69.” Frequency is the term that is used to
describe this very common-sense sort of tallying procedure. Frequency can
be used to indicate how many people did the same thing on a certain task,
or how many people have a certain characteristic, or how many people fall
into a certain set of categories. Thus, frequency is particularly useful when
dealing with a nominal scale. However, it is not restricted to looking at
nominal scales, since other scales can easily be converted to nominal data.
For instance, to figure out the frequency of students receiving a score of 69
in Table 4.3just count up the number of 69s in the score column. To
calculate the frequency at each score level on the test,just tally the number
of students who got each score and record the results as shown in the last
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Table 4.3: Score Frequencies

Students Score Tally Frequency

Robert 77 / 1

Millie 75 / 1

Dean 72 // 2
Shenan 72

Cuny 70 // 2
Bill 70

Corky 69 /777 4
Randy 69

Monique 69

Wendy 69

Henk 68 // 2
Elisabeth 68

Jeanne 67 / 1
Iliana 64 // 2
Archie 64

Lindsey 61 / 1

two columns of Table 4.3. Thus, frequency is one numerical tool for re-
organizing the data in an interval scale into a nominal scale. But why
bother going to all this trouble?

Frequencies are valuable because they can summarize data and thereby
reveal patterns that might not otherwise be noticed. For instance, Table
4 _A4displays the frequency of each score value arranged from high to low
scores in what is called a frequency distribution. Table 4.4 shows the score
values from 60 to 77, the frequency at each score level (that is, the number
of students), the cumulative frequency, and the cumulative percentage.
Each cumulative frequency can be viewed as the number of students who
scored at or below the score in question. The cumulative percentage is the
same thing but expressed as a percentage of the total number of students.
Thus, in the example, four people scored 69 (frequency), which made a
cumulative total of ten students at or below 69 on the test (cumulative
frequency). These ten students amounted to 63% of the group (cum-
ulative percentage). Or put another way, 63% of the students scored at or
below a score of 69 on the test. The concept of cumulative percentage is
particularly important for interpreting NRT results, as described in
Chapter 5, because knowing the percent of other examinees falling below
or above each student is an integral part of interpreting NRT scores.

Graphic Display of Frequencies

However, frequency data can be displayed in far more graphic and
appealing ways than the plain, ordinary frequency distribution shown in
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Table 4.4: Frequency Distribution

Cumulative Cumulative
Score Value Frequency Frequency Percentage

7 1 16 100%
76 0 15 94%
75 1 15 94%
74 0 14 88%
73 0 14 88%
72 2 14 88%
71 0 12 75%
70 2 12 75%
69 4 10 63%
68 2 6 40%
67 1 4 25%

66 0 3 19%
65 0 3 19%
64 2 3 19%
63 0 1 6%
62 0 1 6%
61 1 1 6%
60 0 0 0%

Table 4.4. Such graphic displays of scores generally come in one of three
forms: a histogram, a bar graph, or a frequency polygon. All three are
drawn on two axes: a horizontal line (also called the abscissa, or x axis) and
a vertical line (or ordinate, ory axis). These are shown in Figure 4.1.

A histogram of the frequencies of a set of scores is normally displayed by
assigning score values to the horizontal line (abscissa), and putting the
possible frequency values on the vertical line. An “X,” asterisk, dot, or
other symbol is then marked to represent each student who received each
score, as shown in Figure 4.2a. If bars are drawn instead of Xs to represent
the score frequencies, the result is a bar graph, as shown in Figure 4.2b.
Likewise, when dots are placed where the top X would be at each score
value and are then connected by lines, the result is a frequency polygon, as
shown in Figure 4.2¢. All three of these ways of displaying test results are
important because they can help teachers to understand what happened
when their students took a test. Another excellent reason for teachers to
understand how such graphs work is that such techniques are sometimes
used to misrepresent or distort information very graphically (see Huff &
Geis 1954). Thus, understanding how graphs work can help teachers to de-
fend their program successfully against harmful external misrepresenta-
tions about enrollments, budgets, teaching loads, and so forth.

Descriptions of language tests most often omit these very useful forms
of graphs. Hence, test developers and test score users are missing out on
one kind of test description that could help them to understand what the
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Ordinate
(y axis)
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Figure 4.1: Abscissa and Ordinate
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Figure 4.2: Graphic Representation o Frequency Distributions
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scores on the test mean. | strongly advise teachers to graph their test results
in one way or another and consider what the graphs may be showing them.
Fortunately, graphing numbers has become relatively easy in today’s per-
sonal-computer-oriented world.

At a minimum, teachers should examine the descriptive statistics
whenever they administer a test. Descriptive statistics are numerical
representations of how a group of students performed on a test. Generally,
test developers are responsible for providing descriptive statistics (see
American Psychological Association 1985) so that all test result users can
create a mental picture of how the students performed on the test. Two
aspects of group behavior are considered in descriptive statistics: the
middle of the group and the individuals. Both are important because the
user of the test results must be able to visualize the middle (or typical)
behavior of the group as well as the performances of those students who
varied from the typical behavior. In statistical terms, these two aspects of
group behavior are called central tendency and dispersion.

CENTRAL TENDENCY

Central tendency is the first aspect of a test to consider. Central tendency
describes the most typical behavior of a group. Four statistics are used for
estimating central tendency: the mean, the mode, the median, and the
midpoint.

Mean

The mean is probably the single most important indicator of central
tendency. The mean is virtually the same as the arithmetic average that
most teachers calculate in grading classroom tests. The mean is symbolized
in writing by X said “exbar”). Another way to define a statistical concept is
to give its formula, so let me also define the mean as:

}—(: _ > X
N
Where X = mean
X = scores
N = number of scores

2 = sum (or add)
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In order to help clarify the reading of such formulas, | will briefly explain
this one in a step-by-step manner. The formula simply says: To get the mean
(X), sum (or add up) (C) the scores (X), and divide by the number o scores
(N). These steps are shown in Table 4.5. To find the mean in the example:
(a) sum, or add up the scores, (b) find the number of scores, and (c)
divide the sum of the scores by the number of scores. So the mean in the
example in Table 4.5 would be 69. As mentioned above, this set of
calculations probably looks very familiar since most teachers use the
arithmetic average in looking at the results of a classroom test. What they
are checking in the process i1s almost exactly the same as the mean and
therefore is an indicator of the central tendency, or typical performance, of
their class on the test.

As with the formula for the mean, all other formulas in this book are
always explained recipe-book style with plenty of examples. In the case of
this formula, the steps seem very easy because the formula and the concept
of the mean are just another way of expressing something that teachers
already know how to do. However, in general, formulas provide more
mathematical precision for defining and discussing statistical concepts. So

Table 4.5: Calculating the Mean

Scores
Students X) Calculations
Robert 77 a. CX=sum of scores=77+75+72 +
Millie 75 72+70+70+69+69+ 69169+
Dean 72 68 + 68 + 67 +64 + 64 +61 = 1104
Shenan 72 b. N=number of scores = 16
Cun
Bi”y ;8 . x =X Ul_q
Corky 69
Randy 69
Monique 69
Wendy 69
Henk 68
Elisabeth 68
Jeanne 67
lliana 64
Archie 64

Lindsey 61
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language testers use such formulas much as linguists and language teachers
use terms like “syntax” and ‘‘phonology’” when everyone else calls these
concepts grammar and pronunciation. Such formulas are just part of
learning to “speak” language testing.

Mode

Another indicator of central tendency is the mode. The mode is that
score which occurs most frequently. In Table 4.5, what would the mode be?
It would be 69, the only score received by four students. A memory device
that | use to keep the mode straight in my mind is that “mode” can mean
fashionable (asin a la mode). Thus, the mode would be that score which is
most fashionable, or the one received by the most students. No statistical
formula is necessary for this straightforward idea. However, note that a set
of scores can have two or more modes. Such distributions of scores are
referred to as being bimodal, trimodal, and so on.

Median

The median is that point below which 50% of the scores fall and above
which 50% fall. Thus, in the set of scores 100, 95, 83, 71, 61, 57, 30, the
median is 71, because 71 has three scores above it (100, 95, and 83) and
three scores below it (61,57, and 30). What is the median for the following
set of scores: 11, 23, 40, 50, 57, 63, 867 Fifty, right?

In real data, cases arise that are not so clear. For example, what is the
median for these scores: 9, 12, 15, 16,17, 27?2 In such a situation, when there
is an even number of scores, the median is taken to be midway between the
two middle scores. In this example, the two middle scores are 15and 16, so
the median is 15.5. Does that make sense? If so, what is the median for these
scores: 11, 28, 33, 50, 60, 62, 70, 98? Your answer should be 55 because that
is the point halfway between the two middle scores, 50 and 60.

In some cases, there is more than one numerically equal score at the
median —for instance, 40, 45, 49, 50, 50, 50, 57, 64, 77. Here, the midpoint
is clearly 50 because there is an odd number of like scores at the median
separating equal numbers of scores on either side.

Still other situations may arise in determining the median, but the
important thing to remember is that the median is the point that divides
the scores 50/50, much like the median in a highway divides the road into
two equal parts. However, in sets of test scores, the median may have a
fraction because students rarely cooperate to the degree that highways do.
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Midpoint

The midpoint in a set of scores is that point halfway between the highest
score and the lowest score on the test. The formula for calculating the
midpoint is:

High * Low

Midpoint >
For example, if the lowest score on a test was 30 and the highest was 100,
the midpoint would be halfway between these two scores. To use the
formula: (a) identify the high and low scores (100 and 30 here), (b) add
the low score to the high one (100+ 30 =130), and (c) divide the result by
2 as follows:

100 +.3o _ 1%) e

Midpoint =

To review central tendency briefly, four such measures exist: the mean,
the mode, the median, and the midpoint. These are all measures of central
tendency, and each has its strengths and weaknesses. None is necessarily
better than the others, though the mean is most commonly reported. They
simply serve different purposes and are appropriate in different situations,
as you will see at the end of the chapter.

To further review central tendency, look at Table 4.5. | have explained
that the mean, or arithmetic average, in Table 4.5 is 69. The mode, or most
frequent score, also turned out to be 69. The median, that score which
divided the scores 50/50, was also 69. The midpoint, halfway between the
high score of 77 and the low score of 61, was also 69. In this contrived
example, all four measures of central tendency turned out to be the
same —69. However, as you will see in Table 4.8, these four indices for
actual test data are seldom so universally well-centered and in agreement
on what constitutes the typical behavior, or central tendency, of a group of
scores. For that reason alone, all four should be used. Furthermore, as I
explain in Chapter 5, the degree to which these four indices of central
tendency are similar is one indication of the degree to which a set of scores
is normally (asin norm-referenced) distributed.

DISPERSION

With a clear understanding of how to examine the central tendency of a
set of scores in hand, the next step is to consider dispersion, or how the
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individual performances vary from the central tendency. Three indicators
of the dispersion are commonly used for describing distributions of test
scores: the range, the standard deviation, and the variance.

Range

Most teachers are already familiar with the concept of range from tests
that they have given in class. Simply put, the range is the number of points
between the highest score on a measure and the lowest score plus one (one
is added because the range should include the scores at both ends). Thus,
in Table 4.5, where the highest score is 77 and the lowest is 61, the range is
17 points (77 - 61 + 1 = 17). The range provides some idea of how
individuals vary from the central tendency.

However, the range only reflects the magnitude of the outer edges
(high and low) of all the variation in scores and therefore can be strongly
affected by any test performance which is not really representative of the
group of students as a whole. For instance, if | add another student named
Emma, who scored 26, to the bottom of Table 4.5, the range will be much
larger than 17. With Emma included, the range is 52 (77 - 26 + 1=52).
However, her performance on the test is so different from the per-
formances of the other students that she does not appear to belong in this
group. Such a person may be an outlier, a person who, for some reason,
does not belong to the group. To check this, | would talk to Emma in an
attempt to discover what was going on during the test. Perhaps she will
reveal that she had already decided to drop the course at the time of the
test so she did not study and had to guess on most .of the test. If she is
included in calculating the range, a value of 52 is obtained. If she is
excluded, a value of 17 is the result. These ranges are quite different. In a
sense, the range of 52 (obtained with the outlier included) is wrong in that
it does not really represent the group performance. So | might be tempted
to exclude her and report the range as 17. However, | can never be 100%
sure that an outlier is not a natural part of the group, so I am more likely to
be open and honest about the situation and report the range with and
without the outlier. I would also want to explain why I think that the outlier
is not part of the group.

In short, the range is a weak measure of dispersion because factors like
Emma’s personal decision can strongly affect it even though they are
extraneous to the students’ performances on the test. Regardless of this
problem, the range is usually reported as one indicator of dispersion and
should be interpreted by test score users asjust what it is: the number of
points between the highest and lowest scores on a test, including both of
them.
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Standard Deviation

The standard deviation is an averaging process; as such, it is not
affected as much by outliers as the range. Consequently, the standard
deviation is generally considered a stronger estimate of the dispersion of
scores. | define the standard deviation as a sort of average of the differences
of all scores from the mean (Brown 1988a). This is not a rigorous statistical
definition but rather one that will serve well for conveying the meaning of
this statistic. The formula used to calculate the statistic says very much the
same thing but in mathematical shorthand. Remember that X is the symbol
for the mean, that X represents the scores, that £ indicates that summation
(adding something up) is necessary, and that N stands for the number of
scores. The formula for the standard deviation (S, s, or S.D.) is:

Starting from—the inside and working outward, subtract the mean from
each score (X- X),square each of these values (X-X)’, and add te-m up
C(X=X)* This sum is then divided by the number of scores C(X—-X)?/N
and the square root of the result of that operation

I5(X - Xy
VN
is the standard deviation. Let’s take a look at Table 4.6 to make this clear.

Remember that the mean in Table 4.5 was 69. Using the same scores
and mean, Table 4.6 illustrates the steps required to calculate the standard
deviation: (a) line up each score with the mean; (b) subtract the mean
from each score; (c) each of the “differences” from the mean is squared;
(d) the squared values are added up; and (e) the appropriate values can be
inserted into the formula. In the example, the result after taking the
square root is 3.87. | will now go back to the original definition to make
sure all this is crystal clear.

In my definition, the standard deviation is “a sort of average” (ignoring
the squaring and square root, notice that something is added up and
divided by N—similar to what happens in calculating an average) “of the
differences of all scores from the mean” (so it turns out that the difference
of each student’s score from the mean is what is being averaged). Thus, the
standard deviation is a sort of average of the differences of all scores from
the mean. These differences from the mean are often called deviations from
the mean — hence the label “standard deviation.”
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Table 4.6: Standard Deviation

Difference

Score Mean Difference Squared

Students a. (X) _ X) b. (X-X) c.(X-X)?
Robert 77 - 69 = 8 64
Millie 75 - 69 = 6 36
Dean 72 - 69 = 3 9
Shenan 72 - 69 = 3 9
Cuny 70 - 69 = 1 1
Bill 70 - 69 = 1 1
Corky 69 - 69 = 0 0
Randy 69 - 69 = 0 0
Monique 69 - 69 = 0 0
Wendy 69 - 69 = 0 0
Henk 68 - 69 = -1 1
Elisabeth 68 - 69 = -1 1
Jeanne 67 - 69 = -2 4
lliana 64 - 69 = -5 25
Archie 64 - 69 = -5 25
Lindsey 61 - 69 = -8 64
d =(X-X) = 240
/ Z(X X) /?

15 =3.87

I call the standard deviation a “sort of’average because it involves
squaring certain values and taking a square root at the end. In the example
in Table 4.6,the deviations are reported in column b. under (X- X). Notice
that adding up the deviations including both the positive and negative
values will yield zero. Such a result will usually be obtained
because typically about half the deviations will be positive (above the
mean) and half will be negative (below the mean). Thus, they will usually
add to zero or a value very close to zero. To get around this problem, each
value is squared, as shown in column c. under (X - X)2 Then the resulting
numbers can be added with a result other than zero. After the sum of these
numbers is divided by N in the averaging process, the result is brought back
down to a score value by taking its square root. In other words, the square
root is taken to counteract the squaring process that went on earlier.

The standard deviation is a very versatile and useful statistic, as | explain
in much more detail in the next chapter, but for now, keep in mind that
the standard deviation is a good indicator of the dispersion of a set of test
scores around the mean. The standard deviation is usually better than the
range because it is the result of an averaging process. By averaging, the
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effects are lessened of any extreme scores not attributable to performance
on the test (thatis, outliers like Emma with her personal problem).

Sometimes, a slightly different formula is used for the standard deviation:
[Z(X =-X)

S =
VN1

This version (called the "N — 1" formula) is only appropriate if the
number of students taking the test is less than 30. Note that the sample size
in Table 3.6 is 16. Hence, | should have used the N — 1 formula. I did not
do so because | wanted to save space and to demonstrate the more com-
monlv used formula—a prime example of do-as-I-say-not-as-1-do.

Variance

The variance is another descriptive statistic for dispersion. As indicated
by its symbol, §°, the test variance is equal to the squared value of the
standard deviation. Thus, the formula for the test variance looks very muck
like the one for the standard deviation except that both sides of the
equation are squared. Squaring the left side of the standard deviation
equation is easy.Just change S to the power of 2—that is, $°. To square the
right side of the standard deviation equation, all that is necessary is to take
away the square root sign. What is left is the formula for the test variance.

s = S(X-XY*
N

Hence, test variance can easily be defined, with reference to this formula,
as the average of the squared differences of students' scores from the mean.
Test variance can also be defined as the square of the standard deviation, or
as an intermediary step in the calculation of the standard deviation. For
much more discussion of this concept, see Chapters 6, 7, and 8.

REPORTING DESCRIPTIVE STATISTICS
What Should Be Included?

To review briefly then, test developers often write up a report of the
results of administering their test. In such reports, they typically describe at
least two aspects of the results on a test: central tendency and dispersion.
Central tendency indicates the middle, or typical, score for the students who
took the test. Central tendency indicators come in four forms: the mean
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(arithmetic average),, mode (most often received score), the median (score
that splits the group 50/50), and the midpoint (the score halfway between
the highest and lowest scores)

In addition, test developers usually provide indicators of the dispersion of
scores, or the way individuals varied around the typical behavior of the
group. Dispersion indicators come in three forms: the range (the difference
between the highest and lowest scores, including both), the standard
deuintion (a sort of average of how far individuals varied from the mean),
and the test variance (a sort of average of the squared differences of
students’ scores from the mean).

Two other descriptive statistics are commonly reported. Mercifully,
these statistics do not require any calculations. The number of students
who took the test (N )is one such statistic. For instance, if 130 students took
the test, the test developer should report that N = 130. Likewise, he or she
should report the number of items (k) that were on the test. Thus, on a test
with fifty items, the test developer should report that k = 50.

Under circumstances where one focus of the report is on the individual
test items or on selecting items for revising and improving the test, the
means for the following item statistics might be reported as well: the item
facility index, the item discrimination index, the difference index, and the
Bindex. These mean item statistics are calculated just like the mean for a
set of scores, but the individual item statistics are used instead of students’
scores.

So far in this chapter, | have covered numerous statistics that can aid in
analyzing and reporting test results. Deciding which indicators to calculate
and report in a particular testing situation depends on whether the test is
an NRT or CRT, on the statistical sophistication of the audience (the test
users), and on how clear the results need to be. But in most cases, test
developers should consider all these graphic and statistical ways of de-
scribing test data so that they can provide the clearest possible description
of how the students performed on the test. The best rule of thumb to fol-
low is, when in doubt, report too much information rather than too little.

How Should Descriptive Test Statistics be Displayed?

The next step is to consider how to present the statistics once they are
calculated. Test developers may find themselves presenting test results to
colleagues, to funding agencies, or to ajournal in the form of research.
Most often, the purpose is to summarize the information so that everyone
involved can better understand how well the tests worked or how well the
students performed on it. In most cases, descriptive test statistics are
displayed in the form of a table.
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Table 4.7: Fall 1986 (First Administration) ELIPT Results

Subtests
Statistics Listening Reading Vocabulary Writing
N 153.00 153.00 154.00 153.00
Total items (k) 55.00 60.00 100.00 100.00
Mean (X) 34.76 40.64 69.34 75.08
Mode 32.00 43.00 86.00 77.00
Median 34.45 41.00 71.67 75.50
Midpoint 34.50 39.00 59.50 69.00
Low-High 17-52 21-57 20-99 44-94
Range 36.00 37.00 80.00 51.00
S 7.29 7.48 16.08 8.94

Table 4.7 shows one way to display such statistics. The table shows very
real test results from a now retired version of the English Language
Institute Placement Test (ELIPT) at the University of Hawaii at Manoa
(UHM). Most incoming foreign students admitted to the university took
this battery of tests. To be admitted, they first had to take the Test & English
as a Foreign Language (TOEFL) (Educational Testing Service 1994) and
score at least 500. If they score higher than 600 on the TOEFL, they do not
have to take our placement examination. The ELIPT battery is
administered three to five times each semester to determine what levels of
study the students must take in the various ESL reading, writing, and
listening courses that we offer. Depending on their scores, students may
also be exempt in one or more of the skill areas.

The results shown in Table 4.7 are for the largest two of five Fall
semester administrations in 1986. Notice how very neatly and clearly this
table presents a great deal of information that can be easily examined and
interpreted by the test user. This clarity results partly from the fact that the
table is not cluttered by vertical lines. The columns of numbers are enough
to orient the reader's eye both horizontally and vertically. The horizontal
lines that do appear serve only to define the boundaries of the table itself
and to separate the column labels from the statistical results. This table fol-
lows American Psychological Association (1994) format recommendations,
as do many of the language journals because this format is uncluttered
and easy to read. Notice also how each number (except those for the
low-high) has been carried out to two decimal places, even when not
necessary (for instance, those for N and total possible), for the sake of
presenting a neat and symmetrical table.
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Table 4.8: Fall 1986 ELIPT Results

Central Tendency Dispersion
Subtest N k X Mode Median Midpoint Low-High Range S
Listening 153 55 34.76 32 34.45 34.50 17-52 36 7.29
Reading 153 60 40.64 43 41.00 39.00 21-57 37 7.48
Vocabulary 154 100 69.34 86 71.67 59.50 20-99 80 16.08
Writing 153 100 75.08 77 75.50 69.00 4494 51 §8.94

Table 4.8 displays the same information with the column labels
changed to row labels and vice versa. Many other possible variations exist,
and the form that test developers choose to use will depend on their
purposes in displaying the statistics. In some cases, they may wish to present
data in a histogram, bar graph, or frequency polygon. For instance, histo-
grams for each of the ELIPT subtests helped us to examine the degree to
which each subtest was producing a normal, or bell, curve. The histogram
for the ELIPT listening subtest is shown in Figure 4.3,just as it came off of
the computer. Notice that the orientation of the graph is different from the
histograms elsewhere in this chapter. The sideways orientation resulted
from the fact that the scores were plotted on the ordinate (or vertical y
axis) and the frequencies along the abscissa (or horizontal x axis). This
orientation is a product of the way the computer program “thinks” and
prints rather than a question of convenience for the humans who must
interpret the graph. Nevertheless, nobody should have any problem
visualizing the distribution of scores the way they are presented, though
some may have to turn the book sideways to do so.
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SUMMARY

The following checklist may help you to recall which of the descriptive
graphics and statistics you might want to cover in describing and reporting
your test results.

O Graphical

J Histogram

(1 Bar graph

{J Frequency polygon
(0 Central tendency

O Mean

3 Mode

] Median

0 Midpoint
{1 Dispersion

7 Range

[0 Standard deviation

O Testvariance
(0 Other possibilities

0 Number of students (N)

O Number of items(k)

[1 Mean IF

[0 Mean ID
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TERMS AND SYMBOLS

abscissa (x axis)

bar graph

bimodal

categorical scale
central tendency
cumulative frequency
cumulative percentage
data

descriptive statistics
deviations
dichotomous scale
dispersion

frequency

frequency distribution
frequency polygon
histogram

interval scale

mean ( X)

median

midpoint

mode

nominal scale
number of items (k)
number of students (N)
ordinal scale

ordinate (y axis)
outlier

range

ratio scale

scores (X)

standard deviation (S or SD)
sum ()

test variance (S?)
trimodal
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REVIEW QUESTIONS

1. What is a nominal scale? An ordinal scale? An interval scale? A ratio scale?

2. How can you convert one scale to another? Which ones can be converted
into which other ones?

3. How would you define central tendency? What are four ways to estimate it?
Which is most often reported? Why?

4. What is dispersion? Which of the three indices for dispersion are most often
reported?

5. Why should you describe your students' behavior on a measure in terms of
both central tendency and dispersion?

6. What is a frequency distribution? Why might you want to use a frequency
distribution to describe the behavior of your students on a test if you already
have the descriptive statistics?

7. Which of these axes is the ordinate, and which the abscissa? Go ahead and
label them.
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8. Which of these three graphs is a bar graph? A histogram? A frequency

polygon?
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APPLICATION EXERCISES
A. The results shown in Table 4.9 are adapted from Hinofotis (1980). This

Al.

A2.

A3.

A4,

A5,

table shows a portion of the results for tests at the Center for English as a
Second Language (CESL) at Southern Illinois University in 1976. (Notice
that she uses “possible score” instead of &, and “SD” in place of S.) Look
the table over; then answer the questions that follow.

Table 4.9: Summary Test Statistics

Possible

Measure Score Mean SD N

Cloze 50 15.3 7.30 107
Total CESL Placement 300-3=100 50.8 16.23 107
CESL Listening 100 50.4 18.50 107
CESL Structure 100 50.4 20.80 107
CESL Reading 100 51.3 16.01 107
Total TOEFL ca. 700 422.1 56.06 52

a. Do you remember (from Chapter 2) what a cloze test is? b. How
many subtests are there on the CESL? c¢. Do you know what the TOEFL
is?

a. What is the mean for the CESL Reading subtest? b. How many total

points does it have? c. What is the standard deviation? d. And, how
many students took it?

a. Why do you suppose the possible score for Total CESL Placement
indicates 300+ 3 =100? b. And why does Total TOEFL show “ca. 700”?

a. Which test has the smallest total possible? b. Which appears to have
the largest? c. What is the number of items in the Cloze test?

a. Which test had the smallest number of students taking it? b. And why
do you suppose this is the case?

A6. a. Which test appears to have the widest dispersion of scores? b. How do

AT.

you know that?

What additional information would you have liked to see in this table to
help you interpret the results of these tests?
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B. The scores shown in Table 4.10 are based on a subsample of thirty Sri
Lankan high-school students who took four different 30-item variations of
the cloze type of test (see Premaratne 198’7for more details). The four
variations are labeled A - D for convenience. Look at the data, and answer
the following questions.

Table 4.10: Sri Lankan High-School Cloze Test Data

Student
ID Number Test A Test B Test C Test D

1 27 19 28 28

2 27 20 27 29

3 20 16 1s 23

4 21 17 24 25

5 21 15 26 19

6 18 13 25 26

- 11 6 24 23

S 16 11 24 21

9 17 12 24 23
10 14 S 22 17
11 12 8 19 18
12 24 18 2s 29
13 10 S 10 23
14 14 S 26 21
15 13 7 26 22
16 19 13 24 19
17 18 15 25 18
18 18 14 23 24
19 17 14 20 25
20 26 20 24 28
21 15 11 17 24
22 16 11 22 21
23 12 9 20 18
24 16 11 21 21
25 14 12 22 22
26 13 11 17 21
27 18 13 20 24
28 8 S 14 19
29 26 21 25 27

30 18 13 21 23
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B1. Begin by graphing the results of each test in the spaces provided below.
Use a histogram, bar graph, or frequency polygon, as you see fit, or mix

and match.
Test A:
6
Number of 5
Students 4
3
2
1
111111111122222222223
123456789012345678901234567890
Scores
Test B:
6
Number of 5
Students 4
3
2
11111111122222222223
123456789012345678901234567890
Scores
Test C:
6
Number of 5
Students 4
3
2
1
111111111122222222223
123456789012345678901234567890
Scores
Test D:
6
Number of 5
Students 4
3
2
1
111111111122222222223
123456789012345678901234567890
Scores
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B2. Look back to the brief prose description under part B. How many students
cook each test? How many items were on each test? Put your answers in
the table below in the rows labeled N and k, respectively. Fill in the rest of
the table by calculating the four indicators of central tendencv and the
four for dispersion.

Sri Lankan High-School Cloze Test Results

Sintistic Test A Tcst B Test C Test D

N

k

Mecan
Mode
Median
Midpoint
S
Variance
Low-High

Range







CHAPTER 5

INTERPRETING TEST SCORES

The purpose of developing language tests, administering them, and
sorting through the resulting scores i1s to make decisions about your
students. The sorting process is sometimes called test score interpretation. This
chapter is about interpreting the performances of students on both norm-
referenced and criterion-referenced tests. The descriptive statistics
discussed in the previous chapter help teachers to visualize the students’
performances in terms of central tendency and dispersion. As explained in
this chapter, descriptive statistics can also help language teachers to
understand more complex patterns in the test behavior of their students. As
a foundation, the discussion begins with three concepts: probability
distributions, the normal distribution, and standardized scores. Knowing
about these three concepts helps teachers to understand what has
happened on a test administration and enables them to report students’
scores in the context of the entire score distribution. As a result, each score
has more meaning to the students themselves, as well as to the
administrators and teachers involved.

PROBABILITY DISTRIBUTIONS

Early in life, most people discover that the probability of getting heads
on any given flip of a coin is 50/50. This probability can also be expressed
asa “lin 2 chance” or 50%. Regardless of how it is phrased, the concept is
a familiar one. In more formal terms, such a probability is determined by
dividing the number of expected outcomes (one — heads in this case) by
the number of possible outcomes (two— bothheads and tails are
possibilities). In the case of the coin flip, one expected outcome is divided
by the number of possibilities to yield 1/2, or .50, which indicates a 50%
probability of getting heads on any particular flip of a coin.

Since probability is clearly a function of expected outcomes and
possible outcomes, | would like to explain these concepts in a bit more
detail. Expected outcomes represent those events for which a person is trying
to determine the probability (heads in the example above). The possible
outcomes represent the number of potentially different events that might
occur as the events unfold (two in the example). The probability of a given
event, or set of events, is the ratio of the expected outcomes to the possible
outcomes. This ratio ranges from 0 to 1.0 and is commonly discussed in
percentage terms. Thus, a ratio of .50, as discussed above, is also referred to
as a 50% chance of getting heads.

123
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Another way of keeping track of probabilities is to plot them out as they
occur, perhaps in the form of a histogram, like the ones in the previous
chapter. Typically, a histogram is designed so that the number of actual
outcomes is on the ordinate and possible outcomes is on the abscissa.
Figure 5.1a shows how the histogram would look for coin flips if they were
to occur as follows: tails, heads, heads, tails, tails, heads, tails, tails.

The result of plotting the coin flips as they occurred is a graph of the
distribution, or arrangement, of the outcomes. This distribution helps us to
picture the events that occurred in a more vivid manner than simply
knowing the numbers (three heads and five tails). Another way to plot the
events involved in coin flipping is to plot the probable, or likely,
distributions for many more than the two possible events described above.
Consider, for instance, the possibilities for outcomes of heads only but for
two coins instead of one. A typical distribution for heads on two coins given
four flips is shown in Figure 5.1b. Notice that the distribution in Figure 5.1b
shows heads only and that the histogram indicates all possible outcomes for
heads (that is, 0, 1, or 2 heads). Notice also that the following events are
plotted: zero heads one time, one head two times, and two heads one time.
Figure 5.1c shows the distribution for heads on three coins given eight flips.
Notice that the distribution of events grows more complex as the number
of coins is increased. Consider what would probably happen if | were to
plot the occurrences of heads for 100 coins in thousands of flips and
connect the tops of each column. The resulting frequency polygon would
look like the one shown in Figure 5.1d. This figure will look familiar to
anyone who has worked with the concept of the normal distribution, or bell
curve. Such normal distributions always occur in distributions like those |
just discussed as long as enough coin flips are involved. Notice that these
distributions occur purely because of the probabilities of those coins
landing on the various possible numbers of heads.

NORMAL DISTRIBUTION

The normal distribution does occur. The graphs of the coin flip
distributions demonstrate that. Moreover, as the number of possible events
gets larger, plots of those events increasingly take the shape of the bell
curve. Additional evidence comes from the biological sciences, where
repeated observations generally show that living organisms grow, multiply,
and behave in relatively predictable patterns. Many of these patterns take
the shape of the normal distribution. For example, consider the 28 trees that
grow in Mauka Park near where | live. If | were to measure them, | could
plot their heights roughly as shown in Figure 5.2a. Each tree is represented
by an “x” on the 5-foot height closest to the actual height of the tree. Notice
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Figure 5.1: Histograms df Coin Flips

that the result is a histogram of the distribution of heights among the trees
in Mauka Park. Such visual representation could be accomplished equally
well by using a frequency polygon (as shown in Figure 5.2b). Notice how
the shape of the curve in the polygon looks suspiciously, but not exactly,
like the normal distribution.

The numbers along the abscissa could have been just as easily the
measurements of another type of organism—that is, scores measuring the
language performance of students, perhaps on a 100-point test, as shown in
Figure 5.3. Notice that their scores look reasonably normal, a distribution
that is quite common among language students. Similar distributions
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Figure 5.2: Distributionof the Heights of Trees

would likely occur in graphs of their ages, their heights, and their 1 Q scores
aswell.

So the normal distribution is often observed in the behavior of language
students. In fact, | have done so repeatedly over the years. However, as with
the coin-flip examples, as the number of outcomes increases, the
distributions will tend to look more and more normal. Hence, teachers
should remember that in a small number of outcomes, the distribution may
be somewhat lopsided, as in Figures 5.2 and 5.3. As the number of outcomes
increases, teachers can reasonably expect the distribution to become
increasingly normal. However, they should never take this for granted.
Visual inspection of a distribution will provide valuable information about
the normality of the distribution of events involved; that is, inspection can
reveal just how wide, lopsided, or normal the distribution is. Remember also
that a class of, say, fifteen students is typically too small a group to expect a
perfectly normal distribution of scores on even the best norm-referenced
test. But what is a large enough group? Well, 1 million students would
certainly be enough. But in more realistic terms, a good rule of thumb to
remember is that events tend to approach normal distribution (if indeed it
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Figure 5.3: Student Scores on Hypothetical Language Test

exists) when the number of observations is about thirty. This rule of thumb
seems to work out fairly well in reality. However, in most norm-referenced
test development situations, the developers should try to get the largest
sample of students possible in order to maximize the chances of getting a
normal distribution. After all, creating a normal distribution of scores is a
major goal of norm-referenced tests.

In the previous chapters, | explained that criterion-referenced decision
making may be almost completely independent of the normal distribution.
Nonetheless, plotting the CRT scores of a group of students can never hurt.
While CRT distributions are often quite different from NRT distributions,
inspecting them.can provide as much information about the CRT involved
as the normal distribution does about NRTs.

So, to the surprise of many teachers, the normal distribution of scores,
or something close to it, really does occur if the purpose of the test isnorm-
referenced and the number of students is sufficiently large. Hence, teachers
should never dismiss out of hand the idea of the normal distribution. With
a group of, say, 160 students taking the Hypothetical Language Test, | could
reasonably expect a normal distribution that would look something like the
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Figure 5.4: Mean and Standard Deviation in a Normal Distribution

frequency polygon shown in Figure 5.4. This normal distribution illustrates
a pattern that occurs and recurs in nature as well as in human behavior.
More importantly, this pattern can aid in sorting out the test performance
of language students.

CHARACTERISTICS OF NORMAL DISTRIBUTIONS

The two most important characteristics of a normal distribution were
covered in the previous chapter: central tendency and dispersion. A third
useful characteristic is the notion of percents in the distribution. One way
this concept can be useful is in exploring the percents of students who fall
within different score ranges on a test. Mostly, | explore the notion of
percents in terms of the normal distribution, but later in the chapter | also
discuss potential exceptions to the theoretical model of normal distribution.

Central Tendency

Recall that central tendency indicates the typical behavior of a group and
that four different estimates can be used: the mean, mode, median, and
midpoint. All four of these estimates should be somewhere near the center
or middle if a distribution is normal. In fact, in a perfectly normal
distribution, all four indicators of central tendency would fall on exactly the
same score value, as shown in Figure 5.4, right in the middle of the
distribution. Note in Figure 5.4 that the mean, mode, median, and
midpoint are all equal to the same value, 41.
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Dispersion

As with central tendency, dispersion is predictable in a normal
distribution. Remember that dispersion describes how the individual scores
disperse, or vary, around the central tendency. This concept is commonly
estimated statistically by using the range and standard deviation. In a
theoretical normal distribution, testers expect the lowest score on the test
(11 in Figure 5.4) and highest score (71 in the example) to be exactly the
same distance from the center, or mean. This is apparently true in the
example. Both are 30 points above or below the mean. Thus, in this case,
the range is symmetrical.

The other indicator of dispersion is, of course, the standard deviation.
Conveniently, the standard deviation in Figure 5.4 is a nice round number,
10. Typically, the standard deviation in a normal distribution will fall in the
pattern shown in Figure 5.4. One standard deviation above the mean (+15)
will fall on the score that is equal to X + 1S or, in this case, 41 + 10 = 51.
Similarly, two standard deviations below the mean will fall on the score that
is equal to X — 28, or 41 — 20 = 21. In short, the standard deviation is a
regular distance measured in score points that marks off certain portions of
the distribution, each of which is equal in length along the abscissa.

Consider a hypothetical situation in which teachers administered an IQ
(Intelligence Quotient) test to 947 elementary-school students. The mean,
mode, median, and midpoint all turned out to be 100, and the standard
deviation was 15,with a range of 91 points (low score =55, and high = 145).
Can you imagine what such a distribution of scores might look like under
these conditions? Try to make a rough sketch of the distribution. Start with
a vertical line for the mean, and assume that mean = mode = median =
midpoint. Now put in a line for each of three standard deviations above the
mean and three below, as well. Then draw a rough normal curve to fit the
standard deviation markers. Finally, compare the drawing to the
distribution shown in part A of the Application Exercises section at the end
of the chapter. Both distributions should look about the same.

Percents

Once central tendency and dispersion are understood as they apply to the
normal distribution, some inferences can be made about the percents of
students who are likely to fall within certain score ranges in the distribution.
First, recall that the mean, mode, median, and midpoint should all be the
same in a normal distribution. Also recall that the median is the score below
which 50% of the cases should fall, and above which 50% should be. Given
these facts, teachers can predict with fair assurance that 50% of their
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Figure 5.5: Approximate Percentages under the Normal Distribution*
‘The more precise percents (shown in Figure 5.6) are 34.13%, 13.5%. and 2.14%.

students’ scores will be above the median (or mean, or mode, or midpoint)
in a normal distribution. In like manner, researchers have repeatedly shown
that approximately 34% of the scores will fall within one standard deviation
above the mean, as shown in Figure 5.5. That means that about 34% of the
students scored between 41 and 51 points on this particular test. Since the
distribution under discussion is normal and therefore bell-shaped, the curve
is symmetrical. Thus, 34% of the students are also likely to score between 31
and 41 points on the test, or within one standard deviation below the mean.

Thus, in a normal distribution, 68% of the students (34%* 34%= 68%)
are likely to fall within one standard deviation on either side of the mean
(plus or minus). But that leaves 32% of the students (100%—- 68% = 32%)
not yet explained in the distribution. Notice in Figure 5.5 that roughly 14%
of the students scored between the first and second standard deviations
(+1S8 to +285) above the mean (or between 51 and 61 score points in this
particular distribution). Likewise, 14%will usually score between one
standard deviation below the mean (-1s) and two standard deviations
below the mean (-2s)(or between 21 and 31 score points in this case).

At this point, 96% of the students in the distribution are accounted for
(34%+* 34% + 14%+ 14% = 96%). The remaining 4% of the students are
evenly divided above and below the mean: a little less than 2% in the area
between the second and third standard deviations above the mean (+2S$ to
+38) and about the same 2% in the area between the second and third
standard deviations below the mean (-2 to —38). This pattern of percents
for students’ scores within the various areas under the curve of the normal
distribution is fairly regular and predictable, and some interesting things
that can be learned from such patterns, as I explain in the next section.
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LEARNING FROM DISTRIBUTIONS

I should stress that so far | have been discussing the theoretical normal
distribution—that is, the normal distribution in its purest idealized form, or
the distribution that testers would like to find in their NRT results. I am not
implying that the same patterns do not occur in reality or that they do not
exist. | am not skeptical about the existence of such distributions nor about
their characteristics. | know that they exist in mathematical probability
distributions (as shown in the distributions for coin flips), and | have often
seen very close approximations occur in the scores of my own tests. These
distributions have also been observed by countless other testers and
researchers in our discipline and in other disciplines. Such distributions do
occur with the same regularity as the distribution of 50% heads and 50%
tails for coin flips IF THE NUMBER OF SCORES IS LARGE ENOUGH.

Once teachers have accepted the notion of normal distribution, they
can benefit from a number of inferences that can be made from this
predictable pattern of scores. In addition to knowing the percents of
students who will score within certain score ranges on a measure, they can
learn what percentiles mean in terms of exactly where an individual's score
falls in the normal distribution. Perhaps more important, they can learn
what happens when departures from the normal distribution occur (that is,
when distributions are not normal) and what language testers do when
things go wrong and deviate from the normality.

Using Percents

Obviously, the concept of percents needs very little explanation. If | ask
teachers what percent of their paychecks goes to buying food each week, they
can figure it out easily. They would simply divide the amount of money they
spend on food each week by the total amount they earn per week. Similarly,
referring back to Figure 5.5, the following questions should be easy to answer:

1. What percent of students have scores above the mean?

2. What percent have scores falling between 31 and 41 points on this test? Or
between the mean and one standard deviation below the mean?

3. About what percent fall within one standard deviation of the mean, plus
and minus—that is, between 31 and 51 on this test?

4_ Approximately what percent have scores below 31, or lower than the first
standard deviation below the mean?

To answer question |, remember that 50% of the students should fall below
the mean and 50% above it. A more awkward way to get the same answer
would be to add up all the percents shown in Figure 5.5 that fall below the
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mean (thatis, 2% + 14% * 34% = 50%).For question 2, examine the percent
shown in the space between the scores of 31 and 41. This should be 34%,
right? For question 3,add the two percents given in the spaces between 31 and
51 (that is, 34% * 34% = 68%).To answer question 4, find the percent of the
students who scored 31 or below (thatis, 2% + 14%= 16%).

Another category of inferences, percentiles, stems from the foregoing
notion of percents under the normal distribution. However, as | explain in
the following section, percentiles relate more directly to the performance
of each individual student.

Percentiles

Percentiles are not any trickier than percents. In effect, question 4 in
the previous section was about percentiles because it could be rephrased as
follows: what percentile would a score of 31 represent? Such a score would
represent the 16th percentile. Thus, a percentile can be defined as the total
percent of students who scored equal to or below a given point in the
normal distribution.

Given this definition, what percentile would a score of 21 represent in
Figure 5.5? Or 31? Or 51? Or 61? They would be about the 2nd, 16th, 84th,
and 98th percentile, respectively. To make this idea somewhat more
personal, any teacher should be able to think back to the percentile score
he or she received on any standardized test (for instance, ACT, SAT, or
GRE)? | recall once scoring in the 84th percentile on the GRE quantitative
subtest. This means that my score was equal to or higher than 84% of the
other students who took the test (butalso lower than 16%).

The concepts of percent, percentage, and percentile are being used
fairly carefully in this book. Since they were used in Chapter 1to delineate
very real differences between NRTs and CRTs, they will continue to enter
the discussion. For the moment, remember that percentages are associated
with CRTs and that the percentiles just discussed are very much a part of
NRT decisions, as are the standardized scores that come next.

Standardized Scores

One result of the different ideas discussed above has been the evolution
of different scoring systems. The best place to begin in discussing these
different scoring systems is with the notions of raw scores and weighted
scores. Raw scores are the actual number of items answered correctly on a test
(assuming that each item gets one point). Most teachers are familiar with this
type of score. Weighted scores, on the other hand, are those scores which are
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based on different weights for different questions in a test. For instance, a
teacher might give one point for the first twenty questions on a test, then
three points each for the next ten questions, and five points each for the last
five questions. This type of scoring is fairly common in language courses.
Standardized scores are yet a third way to record, interpret, and report test
results. Unfortunately, standardized scores are often somewhat mysterious to
language reachers, so | attempt now to make this concept more concrete.

Remember that percentiles. or percentile scores, indicate how a given
student’s score relates to the test scores of the entire group of students.
Thus, a student with a percentile score of 84 had a score equal to or higher
than 84% of the other students in the distribution and a score equal to or
lower than 16%. Standard scores represent a student's score in relation to
how far the score varies from the test mean in terms of standard deviation
units. The three most commonly reported types of standard scores are z, T,
and CEEB scores.

zscores. The z score is a direct indication of the distance that a given raw
score is from the mean in standard deviation units. The z score for each
student can be calculated on any test by using the following formula:

X-X
S

=

In other words, to calculate a student's z score, first subtract the mean from
the student's score; then divide the result by the standard deviation for the
test. If a student scored 61 in the distribution shown in Figure 5.5, where X
=51 and S= 10, the z score for that student would be as follows:

__61-51_10 _
10 10

1=+1.0

This student's z score would be +1.0, or one standard deviation unit above
the mean. If another student scored 31 raw score points on the same test,
that student's =z score would be:

- 3=l :—20:—2:—2.0

10 10

The student with a z score of —=2.0 is two standard deviations below the mean.

A quick look at Figure 5.6 reveals that z scores, which are labeled three
rows below the bottom of the distribution, are in exactly the same positions
as those points marked off for the standard deviations just above them.
Observe that the mean for the z scores is zero and that logically the
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standard deviation for any set of z scores will be 1.0. Again with reference to
Figure 5.6, notice that the raw scores have a mean of 41 and a standard
deviation of 10. In view of that information, answer the following questions:

1. How many standard deviations above the mean would a raw score of 51 be?
2. What would be the z score for a student whose raw score was 11?

3. What would the z score be for a raw score of 71>
4.

Now the tricky one. How man): z scores above or below the mean would a
raw score of 41 be?

To answer question I, just remember that a raw score of 51 is one
standard deviation above the mean (equivalent to a z score of +1.0). For
question 2, subtract the mean of 41 from the score of 11 (11 - 41 = -30) and
divide the result by the standard deviation (-30+ 10=-3.0). Thus, z=-3.0.
To answer question 3, look at Figure 5.6 and decide how many standard
deviations a score of 71 is above the mean. Three, right? If it is three
standard deviations above the mean, the equivalent z score must be +3.0. To
answer question 4,just remember that in this example the mean is 41, so a
raw score of 41 is neither above nor below the mean of 41 (it is the mean),
and the mean for a set of z scores is always 0.0.

In short, a z score indicates the number of standard deviations that a
student's score falls away from the mean. This value will always be plus (+) if
the student scored above the mean and minus (=) if the score was below
the mean. Note that z scores seldom turn out to be perfectly round
numbers like those found in the examples above. These were used so that
the demonstration would be clear. In fact, uneven z scores, like +1.67, 0.71,
or =3.13, are much more likely to occur in real test data. Nevertheless, the
steps involved in calculating z will be exactly the same.

Also note that one aspect of Figure 5.6 is quite different from Figure
5.4: The percents that are shown for the areas under normal distribution
are carried out to two places instead of being rounded off to the nearest
whole percent. The fact that these values are expressed more exactly should
make no difference in the way readers think about the percents —they are
simply more precise ways of expressing the same information.

T scores. When reporting z scores to students, several problems may
arise. The first is that z scores can turn out to be both positive or negative.
The second is that z scores are relatively small, usually ranging from about
—3.00 through 0.00 to +3.00. Third, z scores usually turn out to include
several decimal places. Most students (and their parents) just will not
understand if they get a score of —1 on a test, or 0.00, or +3.43. Such scores
are difficult to understand without a long and involved explanation like the
one | have presented. One technique that language testers have used to
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Figure 5.6: Comparison of Standard Score Distributions

circumvent these problems is to transform the z scores into T scores. The T
score transformation is done by rather arbitrarily multiplying the z score by
10and adding 50. The formula for this simple transformation is:

T=10z+ 50
The following are some examples of applying this T score transformation:

For z=-2: T=10(—2) + 50
= =20 +50
=30

For z=0: A 100) +50
= 0 +50
=950

For z= +1: T= 10(+1) +50
= 10 t50
= 60

Tscores at least give the illusion of looking more like “real”scores than z
scores and will probably be more readily accepted by students and their
parents. Note that row four of Figure 5.6 shows a mean for Tscores of 50
and a standard deviation of 10 for the distribution of Tscores. In the same
sense that the mean and standard deviation for a set of z scores should
always be 0 and 1, respectively, the mean and standard deviation for a set of
Tscores will always be 50 and 10.

CEEB scores. College Entrance Examination Board (CEEB) scores are
another variation of the z score that is often reported in the U.S.A.To convert
z scores to CEEB scores, multiply the z score by 100and add 500, as follows:

CEEB =100z + 500
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The results for transforming the same z scores as those shown above for T
scores are as follows:

Forz=-2: CEEB = loo(-2)+500
= =200 + 500
= 300

For - =0: CEEB = 100(0) + 500
= 0 +500
= 500

For z=+1: CEEB = 100(+1) + 500
= 100 +500
= 600

Clearly, CEEB scores are very similar to 7 scores. In fact, they are exactly
the same except that CEEB scores always have one extra zero. So to convert
from a T score to CEEB, just add a zero. In other words, if a student’s T
score is 30, his or her CEEB score will be 300. The mean for a distribution
of CEEB scores will always be 500, with a standard deviation of 100. The
fifth row of Figure 5.6 confirms these facts.

Standardized and percentile scores. Even though standardized scores
are generally clear to test developers, percentile scores are more widely and
easily understood by students, teachers, and the general public. Thus,
percentile score reports will be clearer to many people than standardized
scores. Table 5.1 is a conversion table for z, 7, and CEEB scores to
percentiles, or vice versa. Note that these conversions assume that the raw
scores are normally distributed, and the conversions are only accurate to
the degree that this assumption of normality is met.

To use Table 5.1, begin by finding the correct standard score column;
then find the actual standard score that is to be converted into a percentile,
and look across the row for the percentile equivalent. For example, to
convert a z score of 1.7 to a percentile score, look down the left column
(labeled z) for the z score of 1.7;then search three columns to the right (in
the column for percentiles), and find the percentile equivalent, which is
95.5. All other conversionswill work about the same way.

The Importance of Standardized Scores

All language teachers should understand standardized scores for a
number of reasons. First, knowing about standardized scores can help
teachers to understand standardized test score reports, which are often
reported as Tor CEEB scores and sometimes as percentiles. One example
of this is the TOEFL test. Educational Testing Service reports the subtest
scores for listening comprehension, writing and analysis, and reading



Interpreting Test Scores 137

Table 5.1: Converting Standardized Scores to Percentiles

z T CEEB Percentile z T CEEB Percentile
3.0 80 800 99.9 -0.1 49 490 46.0
29 79 790 99.8 -0.2 48 480 42.1
2.8 78 780 99.7 -0.3 47 470 35.2
2.7 77 770 99.6 -04 46 460 34.5
2.6 76 760 99.5 -05 45 450 30.9
2.5 1? 750 99.4 -0.6 44 440 27.4
24 74 740 99.2 0.7 43 430 24.2
23 73 730 98.9 -0.8 42 420 21.2
2.2 72 720 98.6 09 41 410 18.4
2.1 71 710 98.2 -1.0 40 400 15.9
2.0 70 700 97.i -11 39 390 13.6
1.9 69 690 9i.1 -12 38 380 115
1.8 68 680 96.4 -1.3 37 370 9.7
1.7 67 670 955 -14 36 360 8.2
1.6 66 660 94.5 -15 35 350 6.7
1.5 65 650 93.3 -1.6 34 340 55
1.4 64 640 91.9 =17 33 330 4.5
1.3 63 630 90.3 -1.8 32 320 3.6
1.2 62 620 88.5 -19 31 310 29
1.1 61 610 86:4 -2.0 30 300 2.3
10 60 600 84.1 2.1 29 290 1.8
0.9 59 590 81.6 -2.2 28 280 14
0.8 58 580 78.8 -2.3 27 270 11
0.7 57 570 75.8 2.4 26 260 0.8
0.6 56 560 72.6 -25 25 250 0.6
0.5 55 550 69.1 ‘-2.6 24 240 0.5
0.4 54 540 65.5 2.7 23 230 0.4
0.3 53 530 61.8 -2.8 22 220 0.3
0.2 52 520 57.9 -29 21 210 0.2
0.1 51 510 54.0 -3.0 20 200 01
0.0 50 500 50.0

comprehension as Tscores. Thus, an “average” student might score 51, 50,
and 49 on these three subtests. On the other hand, the total TOEFL score
is reported as a CEEB score. Hence, my example “average” student might
have a total TOEFL score of 500.

Second, knowing.about standardized scores can help language teachers
to examine the relationships between performances of different groups on
two or more tests of different lengths. Such comparisons are difficult to
make unless the scores are converted to a common scale. If the scores of
interest are first converted to standardized scores and then compared, the
problem of different lengths is effectively circumvented, as shown in Figure
5.7. Notice in Figure 5.7 that a comparison is being made between the
relative performances of graduate and undergraduate foreign students on
six different ESL tests (which were all of different lengths). To make these
comparisons, the researcher (Farhady 1982) first converted the raw scores



138 Testing in Language Programs

into standardized Tscores. He could equally well have used CEEB scores or
even z scores.

Third, knowing about standardized scores can help teachers to examine
the relative position of any individual student on different tests or on
different administrations of the same test. Thus, a student can be monitored
over time, using different forms of the same overall proficiency test to see if
his or her position has changed relative to other students in the distributions.

In short, percentiles and standardized scores, including z scores, T
scores, and CEEB scores, are becoming increasingly common throughout
the world. As such, knowing about standardized scores is essential to
making responsible norm-referenced decisions and to reporting the results
of norm-referenced tests.

Skewed Distributions

At this point, the primary characteristics of normal distributions and the
types of inferences that can be drawn from them should be clear. However,
for a variety of reasons, the distributions of language students’ scores may
not always be normal. Several things can go wrong, but the most common
problem is that a distribution will be skewed. Skewing usually occurs because
the test was either too easy or too difficult for the group of students who
took it. However, as | explain later, a skewed distribution is not always bad.

Skewedness. A skewed distribution is easiest to spot by visual inspection
of a histogram, bar graph, or frequency polygon of scores. A skewed
distribution is one that does not have the prototypical, symmetrical bell
shape. In Popham’s rather nontechnical terms, a skewed distribution is one
where the scores are “scrunched up” (Popham 1981). The scores may be
scrunched up toward the higher end of the scale, as shown in Figure 5.8a,
in which case the distribution is said to be negatively skewed. Or the scores
may be scrunched up toward the lower end of the scale, as in Figure 5.8b.
In this latter case, the distribution would be considered positively skewed. |
have always found the assignment of the negative and positive distinctions
in discussions of skewedness to be counter-intuitive. To keep them straight,
| always try to remember that skewed distributions characteristically have a
“tail” pointing in one of the two possible directions. When the tail is
pointing in the direction of the lower scores (), the distribution is said to
be negatively skewed. When the tail points toward the higher scores (+), the
distribution is positively skewed.

A number of implications may arise from such non-normal
distributions. First, many of the statistics used to analyze tests assume a
normal distribution. In most cases, such statistics are based on comparisons
of the central tendency and dispersion of scores. When a distribution of test
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Figure 5.7: Difference Due to University Status in Student Performance on Study
Measures. (Adapted from Farhady 1982, p. 49.)

scores is non-normal, perhaps negatively skewed, most of the students have
scored well. Thus, they are “scrunched up” toward the top of the scale, and
the usual indicators of dispersion (range, standard deviation, and variance)
are depressed by what is sometimes called a Ceiling effect. If all the students
have scored so high on a measure that the dispersion is depressed, the
related statistics may be impossible to interpret. Under such conditions,
particularly in examining NRT results, the assumption of normality that
underlies most of the common testing statistics cannot be said to have been
met. Thus, applying such statistics may become an exercise in futility. The
results of such analyses are difficult, if not impossible, to interpret
responsibly. As a result, all language testers must learn to spot skewed
distributions in their norm-referenced test results so that they can make
proper interpretations based on the statistics being used.

In other words, when language testers look at the descriptive statistics
for a test, a picture of the distribution should come to mind. Consider a test
administered to 112 students, which has a range of 56 raw score points (45
to 100), a mean of 71, and a standard deviation of 9. What would the
distribution look like? Can you draw it? Consider another administration of
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Figure 5.8: Skewed Distributions

the same test where the range is 70 points (31 to 100), but the mean is 92,
and the standard deviation is 8.25? What would this distribution look like?
The distribution would be skewed, right? Notice that the top score is 100
and the mean is 92, so only one standard deviation of 8.25 can fit between
the mean of 92 and the top score of 100. So the distribution is skewed, but
which way (positive or negative) is it skewed? Remember, when in doubt,
just sketch out the distribution and examine the “tail.” Which way is the tail
pointing —toward the low scores (negative skew) or toward the high scores
(positive skew)?

Another relatively easy way to detect a skewed distribution is to examine
the indicators of central tendency. As pointed out in the previous chapter,
the four indicators of central tendency (mean, mode, median, and
midpoint) should be the same, or very similar, if the distribution is normal.
Conversely, if they are very different, the distribution is probably skewed. In
fact, the more skewed a distribution is, the more these indicators are likely
to diverge. Note also that they will diverge in different directions for positive
and negative skewing. As pointed out in Figure 5.9, a negatively skewed
distribution will likely have indicators that vary from low to high as follows:
midpoint, mean, median, and mode. A positively skewed distribution will
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usually have indicators that vary in the opposite order from low to high:
mode, median, mean, and midpoint. Thus, when differences in central
tendency estimates occur, especially large differences, remember to inspect a
histogram of the scores to check for skewing.

A skewed distribution on an NRT usually means that the test is not
functioning well with the particular group of students. However, on a CRT,
a skewed distribution may be the very pattern that teachers would most like
to find in the scores of their students. For instance, on a pretest, before the
students have studied the material in a course, the teacher would want most
of the students to score rather poorly on the course CRT, with perhaps a
few students doing better than the rest. Such a positively skewed
distribution at the beginning of a course would indicate that most of the
students do not know the material and therefore need to take the course.
At the end of the term, the teacher would hope that most of the students
had learned the material and therefore that they would score very well on
the CRT. Hence, a negatively skewed distribution would indicate that most
of the students had learned the material well and that the teaching and
learning had gone well. As with many other aspects of language testing,
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Figure 5.9: Indicators of Central Tendency in Skewed Distributions
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interpretation of the distributions of scores is related to the purpose of
administering the test.

Peaked distributions. Even if a distribution is not skewed, the height of
the distribution relative to its width is important. Kurtosis is one way of
looking at the degree to which the curve in the middle of a distribution is
steep, or the degree to which the distribution is peaked. If thre height of the
peak, relative to the width, is too different from what would be expected in
a normal distribution — thatis, either too peaked or too flat—problems may
arise in applying testing statistics. Hence, testers should always check for
this condition. Simple inspection of a histogram reveals the degree to
which the distribution appears to have a normal shape or appears to depart
from that shape.

Both abnormally skewed and peaked distributions may be signs of trouble
in a norm-referenced test, so language testers should always verify, at least by
visual inspection of a graph of the scores, that the distribution is normal.

NRT AND CRT DISTRIBUTIONS

The foregoing discussion of the normal distribution and standardized
scores applies to interpreting the results of norm-referenced proficiency or
placement tests. Recall from Chapter 1 that the decisions based on NRTs
are called relative decisions and that the interpretation of the scores focuses
on the relative position of each student vis-a-vis the rest of the students with
regard to some general ability. Thus, the normal distribution and each
student’s position in that distribution, as reflected by his or her percentile
or standardized score, make sense as viable tools for score interpretation.

Recall also that interpreting the results of criterion-referenced
diagnostic and achievement tests is entirely different. CRT decisions are
labeled absolute because they focus not on the student’s position relative to
other students but rather on the percent of material that each student
knows, largely without reference to the other students. Thus, at the
beginning of a course, the distribution of scores on a CRT is likely to be
positively skewed if the students actually need to learn the material covered
in the course. However, at the end of the course, if the test actually reflects
the course objectives, the teacher hopes the students will all score fairly
high. In other words, the distribution of scores at the end of instruction will
be negatively skewed on a good CRT if reasonably efficient language
teaching and learning are taking place.

Item selection for CRTs involves retaining those items that students
answer poorly at the beginning of the course (thatis, they need to learn the
material) and answer well at the end of instruction (that is, they learned it).
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This pattern shows up in the IFs on the pretest and posttest as well as in the
difference index (DI).The result of revising the CRTs on the basis of these
item statistics is usually a magnification of any existing differences between
the pretest and posttest distributions. So certain conditions exist under
which a skewed distribution is not only desirable but also something that
testers may aim for in revising their CRTs. Ideal distributions for a CRT are
shown in Figure 5.10.

The trick is not just to create the negatively skewed distribution at the
end of instruction. After all, such a distribution can be created by simply
making the test much too easy for the students. The trick is to create
through instruction a negatively skewed distribution on a welldesigned test
that previously indicated a positively skewed distribution before the
instruction took place. In other words, students who needed the instruction
(as shown by the positively skewed pretest distribution) learned from that
instruction (asshown by the negatively skewed posttest results).

One problem that arises in trying to set up this type of test analysis is the
potential problem of practice effect. The practice effect occurs when the
scores on a second administration are higher, not because of instruction
but rather because the students have already experienced, or “practiced,”
the same test on a previous occasion. One way around this is called
counterbalancing. To do counterbalancing, testers need to develop two
parallel forms (for instance, forms A and B) of the CRT so that they are
very similar, objective-by-objective. During the pretest, half of the students
(randomly selected) take Form A and half take Form B. After instruction,
the first half then takes Form B and the second half takes Form A. Put the
students’ names on the tests ahead of time for the second administration so
that the right students take the right form. The point is that this strategy
helps to ensure that no student takes exactly the same test twice. Hence, the
practice effect is minimized.
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At the same time, the appropriate CRT statistics can still be applied.
Recall that the difference index is usually based on an intervention strategy
in which the teacher administers a pretest before instruction, intervenes by
teaching whatever is relevant, and then administers a posttest. Even though
no student took the same test twice, the difference index can be calculated
for each item on each form by subtracting the IF for the pretest results
from the IF for the posttest. Even though the students are not the same on
the pretest and posttest results for each item, they do represent non-masters
at the beginning and masters at the end of the course, so DIs based on
these results are legitimate. Selecting ""good" items and revising on the basis
of these statistics remains logical as do any other comparisons of the
distributions of scores that the teacher may wish to make. In other words,
the teacher can make inferences from the performances on these two
forms in a pretest and posttest— but without worrying too much about a
potential practice effect.



Interpreting Test Scores 145
SUMMARY

I have explored a number of ideas in this chapter that relate to test
score interpretation for both NRTs and CRTs. These ideas are central to all
language testing endeavors. | have examined how some statistics and
patterns in those statistics can help teachers to understand complex
distributions of language test scores. | ended by considering some of the
wavs that such information can be used to help teachers sort through the
scores that result from a test administration and report the patterns found
to the students (aswell as to colleagues if that is desirable). The patterns
described in this chapter do exist and do occur among language students.
Thus, concepts like probability distributions, normal distributions, raw
scores, percentile scores, standard scores, and skewedness help teachers to
do their job but only if they actually take the time to look at the scores
generated by the students. Go ahead and plot out their scores, and try to
analyze what is going on.
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TERMS AND SYMBOLS

CEEB scores
ceiling effect
central tendency
counterbalancing
dispersion
distribution
expected outcomes
kurtosis

negatively skewed
normal distribution
percentile
percentile scores
percents

positively skewed
possible outcomes
practice effect
probability

range

raw scores

skewed

standard deviation
standard scores

T scores

theoretical normal distribution
weighted scores

z scores



Interpreting Test Scores 147

REVIEW QUESTIONS

1.

(23

10.

What is the probability of drawing a queen of spades from a deck of 52
cards? How many expected outcomes are involved? How many possible
outcomes? What is the ratio of expected to possible outcomes? What is the
probability of drawing the queen of hearts? Of drawing any queen?

Draw an ideal normal distribution. Start by drawing two lines-—an
ordinate and an abscissa. Then mark off a reasonable set of scores along
the abscissa and some sort of frequency scale along the ordinate. Make
sure that you represent the mean, mode, median, and midpoint with a
vertical line down the middle of the distribution. Also include six lines to
represent each of three standard deviations above and below the mean.
Remember to include the following standard deviation labels: =35, -2,
-1§, 0, +18, +28, +3S. Then actually draw a normal curve to fit the data.

Now go back and put in the approximate percents of students that you
would expect to find within each score range on the distribution (between
the lines that mark off the standard deviations).

Can you also label the main z scores that would correspond to the
standard deviation lines? And the equivalent T scores? And CEEB scores,
too?

About what percent of students would you expect to score within plus and
minus one standard deviation of the mean?

About what percentage of students would you expect to score below a z
score of —1?Below a T'score of 60? Below a CEEB score of 500?

. What would the percentile score be for a z score of +172A Tscore of 40? A

CEEB score of 6507

. What would a positively skewed distribution look like? What about a

negatively skewed distribution? For what category of tests would skewed
distributions be a sign that there is something wrong? For what category of
tests would a skewed distribution be a good sign? How is this possible, and
how does it work?

. Why is counterbalancing a good idea in a CRT development project? How

does it work? And what is the practice effect?

Do you now believe that normal distribution occurs? Under what
conditions? Do you now know what the normal distribution indicates and
what you should do for various kinds of tests if the normal distribution
does not occur for some reason?
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APPLICATION EXERCISES

A. Look at the frequency polygon, and answer the questions that follow.

Al.
A2.
A3.

A4

ks
&
—
°
v
Z
55 70 85 100 115 130 145
1Q Scores

where:  X= 100
$=15
N=947

What percentile score would an IQ score of 85 represent?
About what percentage of students scored between 70 and 115?

If Iliana had a score of 177 on this test, about how many standard
deviationswould she be above the mean? Does this mean that she is really
intelligent?

What would lliana's z score be? Tscore? CEEB score?
In the table below, the raw score mean is 50, and the raw score standard

deviation is 7. Fill in all the missing spaces by using the available
information and what you now know about distributions and standardized

SCOres.

Student Raw score z score T score &:EEB”SWCO Ee
A 64 70
B 50
C -1

D -15 350

etc.
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C. Study the table below, and answer- the questions that follow.

Raw scores Standardized scores
Test k* X S X S
A 110 60 25 500 100
B 75 60 15 50 10
C H0 11 -4 0 1

# Remember. k= number of items on the test

C1. Which test (A, B. or C) shows standardized scores that are probably:
a. z scores?
b. T scores:

c. CEEB scores?

C2. In raw scores, which test has:
a. the largest standard deviation?
h. the lowest mean?
c. the largest number of items?
d. a negatively skewed distribution?

C3. In test C, a raw score of
a. 11 equals what = score?
b. 7 equals what Tscore?
c. 19 equals what CEEB score?

D. In Table 3.3 of the previous chapter, there were some scores given for
Robert, Millie, and others. To practice calculating standardized scores, lay
out a new table that gives not only their raw scores but also the z, T, and
CEEB score for cach student. (Hint: This process is very easy and can be
done without too manv calculations because much of the information that
vou need is already available in Table 4.6, p. 108—for the purpose of this
exercise, round the standard deviation to 4.00.)

E. Collect some data from vour students, plot them out, and decide for
yourself whether they are normallv distributed. Remember to collect a
fairly large number of scores, or ages, or heights, or whatever vou decide
to measure.






CHAPTER 6

CORRELATION

In the last two chapters, | discussed the importance of descriptive
statistics and various interpretations of those statistics— whether for
adopting, developing, or adapting norm-referenced or criterion-referenced
tests. However, a test can have wonderful descriptive statistics, produce
scores that are beautifully distributed, and still have problems. Before
examining these potential problems, which have to do with the reliability
and validity of tests, | must cover a set of useful test analysis tools called
correlational aralyses. This family of statistical analyses helps teachers to
understand the degree of relationship between two sets of numbers and
whether that relationship is significant (in a statistical sense), as well as
meaningful (in a logical sense). With these concepts in hand, teachers are
then in a position to consider two fundamental test characteristics, test
reliability and validity, which are presented in Chapters 7 and 8.

PRELIMINARY DEFINITIONS

One of the most valuable sets of analytical techniques covered in this
book is the correlational family of statistics. The purpose of correlational
analyses in language testing is to examine how the scores on two tests
compare with regard to dispersing, or spreading out, the students.
Essentially, correlation is the "go-togetherness™ of two sets of scores. Figure
6.1a shows two sets of scores lined up in columns. Notice that the two sets
are in exactly the same order—that is, the student who scored highest on
Test X did so on Test Y; the same is true for the second highest, third
highest, fourth highest, and so forth.

The degree to which two sets of scores covary, or vary together, is
estimated statistically by calculating a correlation coefficient. Such a
coefficient can reach a magnitude as high as +1.0 if the relationship
between the scores on two tests is perfectly direct, or positive (see Figure
6.1a). Alternatively, a correlation coefficient can be negative with a value as
strong as —1.0 if the relationship is perfectly opposite, or negative (see
Figure 6.1b). A zero can also result if no relationship exists between the two
sets of numbers.

To begin doing correlational analysis, testers line up the scores side-by-
side as shown in Figure 6.1. Setting up a table of scores is easy. Consider the
scores tabled in Figure 6.1a. Three columns are labeled, in this case one for
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Figure 6.1: Perfect Correlations

the students’ names, a second for their scores on Test X, and a third for
their scores on Test Y. This table also organizes the data in such a way that
each row in the table represents one student’srecord for these tests.

A scatterplot of the information may also prove useful in examining
correlations. A scatterplot is a form of visual representation, similar to the
histogram, bar graph, and frequency polygon described in Chapter 4, that
allows for representing two sets of scores at the same time and examining
their relationship. Usually, the increments in the range of possible scores
for one test will be marked off along the x axis (or abscissa) and those for
the other test along the y axis (or ordinate). A mark is then plotted for each
student at the point where the coordinates for that student’s two scores
meet. For instance, in the scatterplot shown in Figure 6.1a, Dean scored 21
on Test X and 20 on Test Y. If you were to draw a line straight up from 21
on the horizontal axis and another line straight across from a score of 20
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on Test Y, they would intersect at the point represented by an x in the
figure. If you repeat the process for each of the other students, the results
will look like the x marks plotted in the same figure. Notice that the
scatterplot presents exactly the same information as the corresponding
table but that the scatterplot displays the data in an entirely different way.

A correlation coefficient that represents a perfect relationship like that
shown in Figure 6.1a is positive and takes on the maximum value of +1.0.
Such a correlation occurs only if the two sets of scores line up the students
in exactlv the same order —that is, only if the scores are 100% similar. Such
a Correlation coefficient indicates a very strong positive correlation, and the
plot for a perfect correlation always forms a straight line like that shown in
Figure 6.1a. This line is the reason such relationships are called linear
(more about this below).

A correlation coefficient can also be negative in value and as high in
magnitude as —1.0. For such a high negative correlation to occur, the
relationship between the two sets of scores must be exactly the opposite, or
negative, as shown in Figure 6.1b. In other words, as the scores on one test
go up, the scores on the other go down; put another way, students who
scored high on one test scored low on the other, and vice versa. The
negative sign in front of the coefficient shows that the relationship between
the two tests is in the opposite direction. Although negative, the relationship
shown in Figure 6.1b is nevertheless very strong because students who have
high scoreson Test W scored low on Test Z, and vice versa.

When there is absolutely no relationship at all between two sets of
numbers, the coefficient is 0 or something very close to 0. Coefficients
either positive or negative up to about +.40, or down to about —.40, indicate
fairly weak relationships. Relatively strong correlations are those that range
from +.80 to +1.0, or —.80 to —-1.00.Just remember that the further a
coefficient is from O toward +1.0 or —1.0, the stronger the relationship is
between whatever sets of numbers are involved and that the sign indicates
the direction of the relationship.

Table 6.1 presents a slightly more realistic situation because real scores
seldom line up perfectly. The correlation coefficient | am focusing on now
is called the Pearson product-moment correlation Coefficient, which is the
statistic of choice for comparing two sets of interval or ratio scale data like
the scores shown in the table. In this case, the correlation coefficient turns
out to be .78. A coefficient of this magnitude indicates that there is a fairly
strong positive correlation between these two groups of data. In other
words, the two tests are spreading the students out in much the same way.
Note also, though, that the students are not in exactly the same order on
the two tests and that the distances between students are not exactly the
same on each scale. In fact, the descriptive statistics given at the bottom of
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Table 6.1: Correlation of Two Sets of Test Scores
(Based on Scores from Tables 4.2 and 4.3)

Test Y Scores Test X Scores

Students (Table 4.2) (Table 4.3)
Robert 97 77
Millie 85 75
Iiana 82 64
Dean 71 72
Cuny 70 70
Bill TO 70
Corky 69 69
Randy 68 69
Monique 67 69
Wendy 65 69
Henk 67 68
Shenan 66 72
Jeanne 62 67
Elisabeth 59 68
Archie 40 64
Lindsey 31 61
Summary of Descriptive Statistics:

N 16 16

Mean 66.94 69.00

S 15.01 3.87

Range 67 17

Table 6.1 indicate that the two tests are different in central tendency (as
indicated by the means) and even more so in dispersion (as indicated by
the standard deviations and ranges). Nevertheless, the correlation
coefficient provides evidence that the two sets of scores “gotogether” to a
fairly high degree.

CALCULATION OF THE PEARSON PRODUCT-MOMENT
CORRELATION COEFFICIENT

Calculating the Pearson product-moment correlation coefficient, if
taken step-by-step, is not any more demanding than calculating the
standard deviation was. For reasons that may not be immediately obvious,
the Pearson product-moment correlation coefficient is usually symbolized

by r, or 7.

As mentioned above, the process of looking at the degree of
relationship between two sets of numbers begins with lining up the scores
for two tests administered to the same group of students, or collecting any
two sets of interval scale information (like age, years of language study, and
so forth). Ultimately, pairs of interval scale numbers for each student
should be lined up in two columns like those shown in Table 6.1. In cases
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where there are missing data—that is, when there is only one score for a
given student—Ileave that student out of the analysis. Once the data are
lined up properly in two columns with no missing data, everything is ready
for calculating a Pearson product-moment correlation coefficient.

The formula for the Pearson product-moment correlation coefficient is
explained in terms of two sets of test scores because this is a language
testing book, but remember that the numbers could equally well be any
other interval scale data. The best formula for calculating and for
understanding the Pearson product-moment correlation coefficient is the
following:

. _ XY - (X -X)
: NS.S.
where 1, = Pearson product-moment correlation coefficient

Y = each student’sscore on TestY
Y = mean on TestY

S, = standard deviation on Test Y

X = each student’sscore on Test X

X = mean on Test X

S, = standard deviation on Test X

N = the number of students who took the two tests

Notice that the formula has many elements but that none of them are
completely unfamiliar. First look at (X —X), or the deviation of each student
from the mean on Test X, and then Nand the §.. Several symbols, Y, Y, and
S,, at first appear to be new, but they just represent the students’ scores on
the second test, the mean of those scores on that test, and the standard
deviation, respectively. Thus, (Y -Y) is the deviation of each student from
the mean on test Y. Given this information, calculation of a correlation
coefficient is not difficult at all.

Table 6.2 shows the calculations for the data set shown in Table 6.1.

1. The data were copied, and the mean and standard deviation were
calculated for each set. These descriptive statistics are shown at the bottom
of columns 2 and 5 of Table 6.2 for TestY and Test X, respectively.

2. The means for Test Y and for Test X were placed repeatedly in columns 3
and 6 so that they could easily be subtracted from each score on each test.
The results of these repeated subtractionswere placed in columns 4 and 7
for Test Y and Test X, respectively. For example, Robert’s score of 97 on
Test Y (column 2) minus the mean of 66.94 on Test Y (column 3) is 30.06



156 Testing in Language Programs

Table 6.2: Calculating a Correlation Coefficient (for Table 6.1 Data)

Column 1 2 3 4 5 6 7_ 8
Students Y - Y = (Y-Y) X - X = (XX (Y-Y)(X-X)
Robert 97 - 6694 = 30.06 T7 - 69.00 = 8.00 “140.4s
Millie 85 - 6694 = 18.06 75 - 69.00 = 6.00 108.36
Ihana 82 - 6694 = 15.06 64 - 6900 = -5.00 -75.30
Dean 71 - 6694 = 4.06 7”1 - 69.00 = 3.00 12.18
Cuny 70 - 6694 = 3.06 70 - 69.00 = 1.00 3.06
Bill 70 - 6694 = 3.06 T0 - 69.00 = 1.00 3.06
Corky 69 - 66.94 = 2.06 69 - 69.00 = 0.00 0.00
Randy 68 - 6694 = 1.06 69 - 69.00 = 0.00 0.00
Monique 67 - 6694 = 0.06 69 - 69.00 = 0.00 0.00
Wendy 67 - 6694 = 0.06 69 - 69.00 = 0.00 0.00
Henk 67 - 6694 = 0.06 68 - 69.00 = -1.00 -0.06
Shenan 66 - 6694 = -0.94 72 - 69.00 = 3.00 -2.82
Jeanne 62 - 6694 = -4.94 67 - 69.00 = -2.00 9.88
Elisabeth 50 - 6694 = -7.94 68 - 69.00 = -1.00 7.94
Archie 40 - 6694 = -26.94 64 - 69.00 = -5.00 134.70
Lindsey 31 - 6694 = -3594 61 - 69.00 = -8.00 287.52
N 16 16 S(Y -Y)(X - X) =729.0Q
Mean 66.94 69.00
S 15.01 3.87
Range 67 17 _ _
I (Y -¥)(X -X)
" NS. S
_ 729.00
16(15.01) (3.87)
- 12900 43601
929.42

= .78

(column 4),or his deviation from the mean on Test Y; his score of 77 on
Test X (column 5) minus the mean of 69.00 on Test X (column 6) is 8.00
(column 7), or his deviation from the mean on Test X. This process was
repeated for each student.

The result?; of the subtractions for both tests (see columns 4 and 7) were
then multiplied for each student, and the results were placed in column 8.
For instance, Robert’s deviation from the mean of 30.06 on Test Y (column
4) was multiplied by his deviation from the mean of 8.000n Test X (column
7). The result, or the cross-product of Robert’s deviations, was 240.48
(column 8).This process was repeated for each student.

The cross-products for all the students (column 8) were then summed
(added up), as shown at the bottom of column 8, which resulted in a value
of 729.00.

Returning to the formula for the correlation coefficient (below the table
and to the right), the sum of the cross-products was substituted into the



Correlation 157

formula as the numerator. The values 16, 15.01, and 3.87 were then appro-
priately substituted (from the information given below the table to the left) for
N, S, and S, respectively, in the denominator of the formula. When the three
numbers in the denominator were multiplied, the result was 16 x 3.87 x 15.01
=929.42. Dividing the numerator by the denominator, the result was 729.00 +
929.42=.7843601, or approximately.78.

So calculating the Pearson product-moment correlation coefficient really is
not difficult, though it may be a bit tedious sometimes. Hence, such
calculations are usually done on a computer or advanced hand calculator if
at all possible. However, with this formula in hand, teachers are in a
position to calculate this correlation coefficient by hand even if the
electricity goes out. More importantly, working through the formula should
have removed any mystery that surrounds this statistic.

However, calculating the correlation coefficient is far from the final
step. The tester must also check the assumptions that underlie this statistic
to make sure that they have been met and must interpret the results in
terms of statistical significance and meaningfulness.

ASSUMPTIONS OF THE PEARSON PRODUCT-MOMENT
CORRELATION COEFFICIENT

| have already discussed one requirement of the Pearson r, which is
really a design requirement: the two sets of nur bers must both be interval
or ratio scales rather than ordinal or nominal scales. | am not saying that
correlational analysis cannot be applied o ncminal and ordinal scales. | am
saying that statistics other than the Pearson product-moment correlation
coefficient must be used to do so.

In addition to this design requirement, there are three assumptions that
underlie the Pearson product-moment correlation coefficient:

1. Independence: Each pair of scores is independent from all other pairs.
2. Normally distributed: Each of the two sets of numbers is normally distributed.

3. Linear: The relationship between the two sets of scores is linear.

These assumptions must be met for the statistic to be properly applied and
interpreted.

The assumption of independence requires that each pair of scores be
unrelated to all other pairs of scores. In other words, when the pairs of test
scores are in two columns, no student should appear twice in either column
(because, for example, he or she took the two tests twice) and thus create
two pairs of scores related to each other, and no student should have
copied the answers from another student (also creating related pairs). In
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short, for the Pearson r to be properly applied, there must be no systematic
association between pairs of scores. Hence, language teachers who wish to
use correlational analysis should ensure that this assumption is met during
the test administration and analysis stages.

The second assumption is that each of the sets of scores must be
normally distributed. Another way to state this is that neither of the two
distributions can be skewed. If one or the other is not normal, the
magnitude of any resulting correlation coefficients is affected. Typically, if
either distribution is skewed, the value of the correlation coefficient is
depressed to an unpredictable degree. The normality assumption can
usually be checked by examining the descriptive statistics for each test or by
visually inspecting histograms, bar graphs, or frequency polygons of the
distributions of scores for skewedness (as described in Chapter 5). The
importance of checking for skewedness cannot be overemphasized.

The most important of the three assumptions is that the relationship
between the two sets of scores should be linear. In other words, fitting a
straight line through the points on the scatterplot must make sense. Figure
6.1 shows ideal situations where a perfect correlation is represented by a
perfectly straight line. The scatterplot in Figure 6.1a shows the ideal
straight line relationship for a perfect positive correlation (+1.00). The
scatterplot in Figure 6.1b illustrates the same thing but for a perfect
negative correlation (-100). In reality, such perfect linear relationships are
seldom obtained.

Figure 6.2 offers alternative situations that may arise in real data. The
scatterplots in Figure 6.2a-d are all examples of curvilinear relationships
because they form a curve when plotted out. Curvilinear relationships
should not be analyzed using a Pearson r. Such relationships often occur
when one of the sets of numbers is a function of time. Consider, for
instance, a situation in which a teacher is interested in the degree of
relationship between the number of division problems a student can
correctly answer per minute and the number o minutes elapsed. If the
number of division problems correctly solved per minute is plotted on a y
axis and the number of minutes plotted on the x axis, a positive
relationship shows up for the first ten or twenty minutes (while the student
improves in ability to answer division problems), but the number of
problems per minute drops off as the student becomes tired and bored
with division. The scatterplot would probably consist of a positive
correlation line during the first 20 minutes and a negative line once fatigue
set in. The positive and negative relationships combined into the same
scatterplot would produce a curvilinear relationship that would probably
look something like the one shown in Figure 6.2b.
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Figure 6.2: Curvilinear (a.—d.) and Linear (e.—f.) Scatterplots
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Figure 6.3: Scatterplot for Data in Table 6.2
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The scatterplots shown in Figure 6.2e and fare more typical of the form
of a linear relationship, with a strong positive correlation (Figure 6.2e) or a
strong negative correlation (Figure 6.2f). The best way to check the
assumption of linearity is to examine visually a scatterplot of the data. Look
‘or some indication that fitting a straight line through the data would make
sense.

Now, once again, consider the data in Table 6.2. A scatterplot of these
data is shown in Figure 6.3 (on the previous page). Notice that the data
appear to be fairly linear in this scatterplot with one exception: one dot is
alone above and to the left of the rest of the plotted points. This data point
may be what is referred to as an outlier because it is far away from the
general clustering of all the other data points. An outlier, if that is what this
case is, must be handled with special care. The first trick is to figure out
who is involved. Looking carefully at the dot, | can tell that the student had
a score of 82 on Test Y and 64 on test X. Looking back at Table 6.1, or 6.2, |
notice that Iliana had these scores. Since she was so different from the
pattern found for all the other students, | wanted to further investigate why
she did so well on one test but so poorly on the other. Interviewing her, |
found out that, for personal reasons, she was furious with her father when
she arrived at Test X and remained angry throughout the examination.
Based on this information, | had to decide if | was logically justified in
leaving her out of the analysis. Sometimes doing so is a good idea because,
in a sense, an outlier is creating a small curvilinear twist in the data.

In this case, because of her extraordinary anger, | felt justified in
eliminating this outlier from the analysis, and doing so made a very
dramatic difference in the results, as shown in Table 6.3. Notice that leaving
the outlier out of the analysis changed many of the descriptive statistics
slightly, and sharply affected the magnitude of the correlation coefficient.
Instead of .78, the correlation is now .96. This reanalysis illustrates the
degree to which an outlier can affect the results of correlational analysis.
Notice in Figure 6.4 (for the results given in Table 6.3), that the outlier is
no longer there and that the relationship now appears marvelously linear.
Thus, the assumption of linearity has been met. In situations where outliers
are an issue, the tester should report both sets of results, with and without
the outlier, and should explain why the outlier was removed.

INTERPRETING CORRELATION COEFFICIENTS

Once the correlation coefficient is in hand with the assumptions clearly
met, the testers must interpret the coefficient from two different perspectives.
First they must check to see if the coefficient is statistically significant; then
and only then, they should decide if the coefficient is also meaningful.



Table 6.3: Calculating Pearson r

(for Table 6.1 Data, Without Outlier)
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Column 1 2 3 4_ 5 6 7_ 8
Name Y - Y = (D X - X = xX (F-Y(X-X)
Robert 97 - 6593 = 3107 77 - 6933 = 7.67 238.31
Millie 85 - 6593 = 1907 75 - 6933 = 567 108.13
Dean 71 - 6593 = 507 72 - 6933 = 267 13.54
Cuny 70 - 6593 = 407 70 - 6933 = 067 2.73
Bill 70 - 6593 = 407 70 - 6933 = 067 273
Corky 69 - 6593 = 307 69 - 69.33 - -033 -1.01
Randy 68 - 6593 = 207 69 - 6933 = -033 -0.68
Monique 67 - 6593 = 107 69 - 69.33 -0.33 -0.35
Wendy 67 - 6593 = 107 69 - 6933 = -033 -0.35
Henk 67 - 6593 = 107 68 - 6933 = -133 -1.42
Shenan 66 - 6593 = 0.07 72 - 6933 = 267 0.19
Jeanne 62 - 6593 = -393 67 - 6933 = -233 9.16
Elisabeth 59 - 6593 = -6.93 68 - 6933 = -133 9.22
Archie 40 - 6593 = -2593 64 - 6933 = -533 138.21
Lindsey 31 - 6593 = -3493 61 - 6933 = -833 290.97
N 15 15 S(Y -Y)(X - X) =809.38
Mean 65.93 69.33
s 14.97 3.77
Range 67 17 Y - }7)(X _ )?)
oy =
NS,S.
_ 809.38
15(14.97) (3.77)
_ 80938 _ oenoos
846.55
= .96
100 .
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Figure 6.4: Scatterplot for Data in Table 6.3
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Figure 6.5: Scatterplot for Two Sets of Random Numbers

Statistical Significance

If 1 were to line up 100 completely random numbers in one column and
100 others in a second column, | could calculate a correlation coefficient
and plot the relationship. What would it look like? Figure 6.5 shows a
scatterplot of the relationship between 100 pairs of random numbers.
Clearly, Figure 6.5 shows no linear relationship between the two sets of
numbers because fitting a straight line to the data would be impossible.
Thus, by visual inspection alone, | can fairly safely say that there is no
relationship between these two sets of numbers. Yet a correlation
coefficient of », = —.0442 was calculated for these data, so some degree of
correlation, or relationship, seems to exist. How is this possible?

It turns out that calculating correlation coefficients between sets of
random numbers will most often result in non-zero values by chance alone.
In other words, even random numbers may haphazardly produce
correlation coefficients of some magnitude. Examples of such spurious
coefficients are shown in Table 6.4, where correlation coefficients were
calculated on the basis of repeated sets of random numbers. Notice that the
firstcolumn of the table gives the Trial (the first correlation calculated, the
second, the third, and so on), while the other four columns give the
correlations for differing sizes of random number sets—that is, for sets of
100 pairs of numbers, 50 pairs, 10 pairs, and five pairs of random numbers.
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Table 6.4: Correlation Coefficients
from Random Numbers

Trial N =100 N=50 N=10 N=5

1 -.0517 +.0755 -.3319 +.9281
2 +.1150 +.0185 +.4787 +.5879
3 +.1762 +.2191 —.1488 +.8543
4 +.0384 +.0273 —-.2828 +.9032
3 -.1345 +.2192 -.2969 +.3692
6 +.1259 —-.0637 +.6394 +.6441
T -.0216 —-.0306 -.0757 +.2468
8 +.0373 -.1658 +.3567 -.8413
9 +.0133 +.0817 -.3801 -5772
10 —.0442 +.1232 +.4890 —.6933

Notice also that none of the correlation coefficients is exactly zero and
that as the size of the number sets decreases the distances that the
coefficients vary from zero seem to increase. In the column with samples of
100, the highest chance correlation is +.1762; in the 50s column, it is
+.2192; in the 10scolumn, it is +.6394; and in the fives column, it is +.9281.
This may be fairly astounding to most readers, but these results really
happened, and similar results will happen again if | replicate these trials.
(Should the reader decide to do this by hand, be sure to set aside the better
part of a week.) Notice also in Table 6.4 that the results for 100 pairs and 50
pairs are not too different, but the very small sample sizes of 10 and five
seem to produce, respectively, high and very high correlation coefficients
by chance alone. The message that should come through loud and clear is
that testers should avoid using small numbers of students, when doing
correlational analysis, because such groups can produce very large
correlation coefficients by chance alone.

In interpreting any correlation coefficient, then, one important issue is
whether the results could have occurred by chance alone. Fortunately,
statisticians have worked out a strategy to help teachers determine the
probability that a correlation coefficient occurred by chance. The strategy
compares any calculated correlation coefficient, called an observed Correlation,
with the appropriate critical correlation, as shown in Table 6.5. If the observed
coefficientis larger than the critical value, a high and specific probability exists
that the observed correlation coefficient did not occur by chance alone. The
trick is to decide which coefficient in the table is the correct one to refer to.

To decide which is the appropriate critical value in Table 6.5, | first
decide whether any sound logical or theoretical reasons exist for expecting



164 Testing in Language Programs

Table 6.5: Critical Values of the Pearson Product-Moment
Correlation Coefficient*

Directional Decision: Nondirectional Decision:
Sound reasons to expect Do not know which direction
either a positive or a correlation might be

negative correlation

95% Certainty 99% Certainty 95% Certainty 99% Certainty

(N-2) p < .05 P <.01 p<.05 p<.01
1 9877 19995 .9969 1.0000

2 .9000 9800 9500 9900
3 8054 9343 8783 .9587
4 7293 8822 8114 9172
5 .6694 8329 7545 8745
6 6215 7887 7067 8343
7 5822 7498 .6664 7977
8 .5494 7155 6319 .7646
9 5214 6851 6021 7348
10 4973 6581 5760 7079
11 4762 6339 5529 .6835
12 4575 6120 5324 6614
13 4409 5923 5139 6411
14 4259 5742 14973 6226
15 4124 5577 4821 .6055
20 .3598 4921 4227 5368
25 3233 4451 .3809 4869
30 .2960 4093 3494 .4487
35 2746 3810 .3246 4182
40 2573 3578 .3044 .3932
45 2428 3384 2875 3721
50 2306 3218 2732 3541
60 .2108 2948 .2500 .3248
70 1954 2737 .2319 3017
80 1829 .2565 2172 2830
90 1726 2422 .2050 2673
100 1638 2301 1946 .2540

'Adapted from Fisher and Yates 1963.

the correlation to be either positive or negative. Such reasons are usually
based on an existing theory, or previous research findings, or both. If such
reasons exist, 1 use a directional decision, as shown in the second and third
columns of the table. In contrast, if | have no way of knowing which way the
relationship might go, | would be making a non-directional decision and need
to examine the fourth and fifth columns in the table. In other words, my
expectations before calculating the coefficient are related to the
probabilities of a coefficient occurring by chance alone. So | should begin
by using the sets of columns, directional or non-directional, that best
describe those expectations.
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Next, | must decide the degree to which | want to be sure of my results.
Since | can never be 100%sure, | will probably want to settle for one of the
traditional levels. In language testing, such decisions are traditionally set at
95% or 99%. If | decide that | want the 95% level, only a 5% chance exists,
or less than .05 probability (p < .05), that | will be wrong in deciding that
my correlation coefficient occurred for other than chance reasons. In other
words, with this certainty level, | can be 95% sure that | am right in
rejecting the notion that my observed correlation coefficient is really .00
(or due to chance alone). I'would be safer vet if | set that level at p < .01,
thereby ensuring that only a 1%chance exists, or less than .01 probability,
that | will be wrong in deciding that my observed correlation coefficient
occurred for other than chance reasons. In other words, | can set my
certainty level so that | can be 99% sure that | am right in rejecting the idea
that my observed correlation coefficient is really .00 (or due to chance
alone). Therefore, after deciding whether the directional or non-
directional columns apply to my decision, | also need to decide on whether
| want to use the 95% or 99% certainty column to find my critical value.

As shown in Table 6.4, the degree to which the number of random
numbers used in the calculation of correlation coefficients can affect the
fluctuations in chance correlations. Hence, the number of students
involved also has a bearing on the critical value, as shown in the leftmost
column of Table 6.4. To find the correct number that applies to my
correlation coefficient, I must subtract two from the number of students
who took the two tests (thatis, the number of pairs of scores involved in my
calculations, minus 2) and move down the left-hand column to the correct
number (N - 2). Moving across that row, I must then find the correct
column for my chosen probability level (.01 or .05) within the directional
or non-directional column. The value that is in the place where that row
and column intersect is the critical value that my observed correlation must
exceed (regardlessof its sign, + or —) to be considered statistically significant,
or due to factors other than chance with the appropriate degree of
certainty (thatis, 95% or 99%).

For example, the correlation obtained in Table 6.2 of .78 would be
worth checking for statistical significance. Say | have sound reasons for
expecting any correlation calculated between these two tests to be positive.
Perhaps they are both very similar multiple-choice tests of French grammar
and therefore, if there is any relationship at all, 1 would expect it to be
positive. This means that | will use a directional decision and must only
choose between columns 2 and 3 in Table 6.5. Because of my cautious
nature and the importance of being correct in this case, | decide that | want
to be correct with 99% certainty. Hence, my decision is further narrowed in
that my critical value must be somewhere in the third column. Next, | must



166 Testing in Language Programs

go back to the data and check the number of students, in this case N = 16.
Therefore, N - 2 = 16 - 2 = 14. Moving down the left column until I reach
the number 14, | have found the correct row. Moving to the right in that
row until I reach the correct column (column 3: directional at 99%
certainty), | then find the critical value, .5742. Since the magnitude
(regardless of sip) of the observed correlation coefficient, .78, is larger
than the critical value, .5742 (that is .7800 > .5742), | know that the
correlation coefficient is statistically significant at p < .01. In other words,
there is onlv a 1% probability that this correlation coefficient occurred by
chance alone. Put another way, | can be 99% sure that the correlation
coefficient occurred for reasons other than chance.

| would also like to consider another example that will logically turn out
to be due to chance. Most (that is, 95%) of the correlations shown in Table
6.4 should reasonably turn out to be due to chance alone. Let’s take the
coefficient furthest to the right in the last row of Table 6.4. This coefficient
is fairly high in magnitude but is negative and is based on only five pairs of
scores. In checking this coefficient for statistical significance, | must first
decide whether there is any logical reason to expect either a positive or
negative correlation in this situation. Since the data are random numbers, |
have no reason to expect a positive correlation or a negative correlation.
Each correlation in this table could go either way. Thus, | am looking at a
non-directional decision. | will also use the relatively liberal .05 probability
level because nobody will be hurt if this decision turns out wrong. Looking
down the left column until | reach 3 (N-2=5-2 = 3) for the correct row,
| then move to the right in that row until I reach the correct column, non-
directional at 95% certainty (fourth column) and find that the critical value
is .8783. Since the magnitude (regardless of sign) of the observed
correlation coefficient, —.6933, is not larger than the critical value, .8783, |
can make no claims about the correlation coefficient being statistically
significant at p < .05. Hence | must accept that this correlation coefficient
could have occurred by chance alone, and it would be safest to accept that
it probably does not differ from 0.00 except by chance.

Meaningfulness

The statistical significance of a correlation coefficient is useful to know
because the tester can then argue that an observed coefficient probably did
not occur by chance, but statistical significance does not imply that the
coefficient is “significant” in the sense of meaningful. Instead, statistical
significance is a necessary precondition for a meaningful correlation, but it
is not sufficient unto itself. A quick look at Table 6.5 reveals that
correlations as low as .1638 would be significant if 102 students were taking
the tests. But the question would remain as to whether such a low
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coefficient would be meaningful. Meaningfulness is far less probabilistic and
absolute than statistical significance because judgment must be used in
deciding if the magnitude of a significant coefficient is meaningful.

One statistical tool that aids in making such judgments is called the
coefficient & determination. Despite its imposing name, this coefficient is very
easy to calculate. To get the coefficient of determination, just square the
value of the correlation coefficient, which iswhy the symbol for this statistic
is ri. It is simply the correlation coefficient, r,, squared. The result is a
coefficient that directly represents the proportion of overlapping variance
between two sets of scores, In other words, this coefficient tells you what
proportion of the variance in the two sets of scores is common to both, or
the degree to which the two tests are lining up the students in about the
same order. Figure 6.6 illustrates what the coefficient of determination
means. Consider a correlation coefficient of .80 between Tests X and Y. If |
marked that .80 point off on the bottom horizontal line and right vertical
line of a square representing Test X (asshown in Figure 6.6), | would be in
a position to overlay another square representing Test Y at those two points
such that the overlapping variance would be represented by a third smaller
square (with diagonal stripes) shared by both measures. To find the area of
this smaller square, | would logically multiply the distance along the
bottom, .80, times the distance up the right, also .80, and get .64. A quicker
way to accomplish the same thing would be to square the value of the
correlation coefficient and obtain the area of the overlapping variance.

TEST X 1.00
UNIQUE AND/OR RANDOM VARIANCE FORA| ™~

80—

7 .50

SHARED VARIANCE
1.00 .80 50

“ .00

UNIQUE AND/OR RANDOM VARIANCE FOR |
Q TESTY

Figure 6.6: Overlapping Variance
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The area of overlap can be interpreted as the proportion of variance on
one measure that is common to the other measure, and vice versa. Or, by
moving the decimal point to the right two places, the coefficient of .64 can
be interpreted as a percent. In other words, 64% of the variance in Test X is
shared with Test Y. Likewise, 64% of the variance on Test Y is shared with
Test X. By extension, the remaining 36% (100% - 64% = 36%) on each test
can be said to be unique to that measure and/or totally random in nature.

Table 6.6 illustrates how precipitously the coefficients of determination
drop in magnitude when compared with their respective correlation
coefficients. For instance, consider the correlations of .90 and .80, which
have corresponding squared values of .81 and .64, respectively. Both of
these could be said to indicate fairly high percents of overlap (with the 81%
being con'siderably higher than the 64%). A correlation of .70, when
squared, yields .49, which indicates that there is less than 50% shared
variance between the two sets of scores. A correlation of .60 squared gives
.36, which shows that only about one-third of the variance is common to the
two sets of scores; .50 squared is .25, which indicates about one-quarter is
shared; and .30 squared is .09, or less than one-tenth overlapping variance.

Nonetheless, after all the work of calculating a correlation coefficient
and deciding whether or not it is statistically significant, as well as
calculating a coefficient of determination, someone must ultimately
examine the magnitude of the correlation coefficient to determine if it is
meaningful in a particular situation. In some situations, only a very high
correlation coefficient makes sense. Other times, a relatively low coefficient
will provide useful information. In the next two chapters, on reliability and
validity, | demonstrate some of the applications of such correlational
analyses.

Table 6.6: Correlation Coefficients
and Corresponding Coefficients of Determination

Correlation Coefficient of Error
Coefficient Determination Variance
(r,) (r.}) a-rp
1.00 1.00 00
90 81 19
.80 .64 .36
.70 49 51
.60 .36 .64
.50 .25 .75
.40 .16 .84
.30 .09 91
.20 .04 .96

10 .01 .99
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Correlation Matrixes

Some special problems arise when a number of correlation coefficients
must be presented together in one table. One useful way to present a large
number of correlation coefficients efficiently is to use a correlation matrix
like the one shown in Table 6.7a. The correlation coefficients displayed in
Table 6.7a are those for four subscales (listening, pronunciation, fluency,
and grammar) of an oral interview procedure and overall proficiency
scores from Mullen (1980).She no doubt lined up all the subscores and the
proficiency scores for her students and calculated correlation coefficients
for all possible pairings of these scores. The correlation matrix shown in
Table 6.7a is an economical way of displaying this information. To read the
table, start with the correlation coefficient between the listening and
pronunciation subtest scores, which turns out to be .79 and is found
straight across from “1 Listening” at the point just below “2.”
The “2,” “3,”“4,’and “5”correspond to the numbers to the left of the
labels in the first column and arejust a shorthand way of doing the labeling
across the top of the matrix. Such label abbreviations are common practice.
By using the labels in the left column and those across the top as

Table 6.7a: Matrix of Correlation Coefficients

Scale 2 3 4 5
1 Listening .79 .85 .79 .90
2 Pronunciation 717 .78 .88
3 Fluency .80 .89
4 Grammar .89
5 Overall

Proficiency

Table 6.7b: Matrix of Correlation Coefficients
and Coefficients of Determination

Scale 1 2 3 4 5

1 Listening 100 79° 85* 79* .90*

2 Pronunciation .62 1.00 77* .78* .88*

3 Fluency 72 .59 100 .80* 89*

4 Grammar .62 .61 .64 100 89*

5 Overall 81 .77 .79 .79 1.00
Proficiency

*p <01
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coordinates, teachers can isolate the correlation coefficient for any
combination of the scales.

Table 6.7b presents an elaboration of Mullen’s basic matrix. This second
table is provided simply to illustrate some of the other features that might
occur in such a correlation matrix. Notice that the table contains the same
correlation coefficients. The asterisks for these correlation coefficients
refer to the p < .01 below the table, which means that all these coefficients
were statistically significant at the .01 level. Such labeling is not particularly
important in this case because all the coefficients were significant, and that
fact could probably have been handled more efficiently in the text that
explains the table. However, when only some of the coefficients are
significant, this system of asterisks is commonly used to indicate which
coefficients are significant.

Notice also that a series of 1.00s runs diagonally across the table. These
1.00s represent the correlation between the scores on each of the subtests
and themselves. Of course, any set of numbers should correlate perfectly
with themselves, so this makes sense. The main function of these 1.00s
(collectively called the diagonal) is to divide the correlations above the
diagonal from the numbers below it. The new numbers below the diagonal
are the coefficients of determination for the same correlations found above
the diagonal. In other words, they are the squared values of the
corresponding correlation coefficients above the diagonal. For instance,
the correlation coefficient of .90 in the upper right corner (between “1
Listening” and “5”), when it is squared equals .81, which is found in the
lower left corner (between “50verall Proficiency” and “1”). Remember, the
coefficient of determination can usefully be interpreted as the percent of
shared, or overlapping, variance between the two sets of scores. A
correlation matrix, then, is one way to present a great deal of information
in a small amount of space.

POTENTIAL PROBLEMS WITH CORRELATIONAL ANALYSIS

There are a number of ways in which interpretations of results can go
awry in applying correlational analysis to the problems of test development.
Three potential pitfalls may occur: restriction of range, skewedness, and
causality.

Restriction ofRange

If a tester chooses to base a correlational analysis on a sample that is
made up of fairly homogeneous language proficiency levels (perhaps
students from one semester level out of the six available in a high-school
German program), the sample itself can have dramatic effects on the
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analvsis. Without realizing it, the range of talent may have been restricted,
and such restriction tends to make any resulting correlation coefficients
much lower. | discuss this issue more in Chapter 8, where | actually
demonstrate the effects of restrictions in range on correlation coefficients
when thev are used to analyze the reliability and validity of tests. For the
moment, ‘| only stress that restrictions in the range of students taking the
tests involved in a correlation coefficient may be one reason for mediocre
or low correlation coefficients. Put another way, if a tester wants to
maximize the possibilities of finding a strong correlation, if indeed a strong
relationship exists, then the widest possible range of abilities that is logical
should be included in the group of students takins the two measures.

Skewedness

Shewed distributions also depress the values of correlation coefficients.
This effect occurs if either or both of the tests is skewed and is the reason
why the assumption of normality is so important for correlational analysis.
Remember, anyone can detect such skewing by examining graphs
(histograms, bar graphs, or frequency polygons) of the distributions, or the
descriptive statistics for each of the tests, as was discussed previously. Most
importantly, remember that skewedness tends to depress correlation
coefficients and should therefore be avoided so that the results do not end
up being lower, or even much lower, than the actual degree of relationship
that may exist between the two sets of scores,

Causality

Another major error that novices make in interpreting even a high
correlation between the scores on one test with those on another is in
thinking that it indicates a causal relationship. One test, though highly
related to another, cannot be said to be *“causing” it. This is easily illustrated
by considering that there is probably a strong relationship, or correlation,
between the number of fires per year in each city in the United Statesand the
number of firemen working in those cities. Yet fairness would never allow
anyone to say either that the firemen cause fires or that fires cause the
firemen. Yes, a relationship exists, but not a causal one. So it is wisest to avoid
entirely making causal statements based on correlational evidence alone.

OTHER TYPES OF CORRELATION COEFFICIENTS

The Pearson r is a very useful statistic for investigating the degree of
relationship between two sets of interval or ratio scale numbers. Since most
sets of test scores are considered interval scales, the Pearson ris most often
appropriate. However, occasions may arise when teachers want to explore
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the degree of relationship between two sets of numbers that are not interval
scales. Statisticians have developed a number of alternative procedures for
analyzing different types of scales. The two that most commonly appear are
the Spearman rank-order correlation coefficient and the point-biserial
correlation coefficient. The Spearman rank-order correlation coefficient
helps teachers to analyze two sets of ordinal scale scores, and the point-
biserial correlation coefficient aids in the estimation of the degree of
relationship between a nominal scale and an interval scale. Each of these
two new correlation coefficients is derived from and designed to estimate
the Pearson r. Therefore, in most ways, the interpretation of these statistics is
the same as the interpretation of Pearson r.

Spearman Rank-Order Correlation Coefficient

Consider a situation in which | need to compare two sets of ordinal
scales. Perhaps | am interested in the degree of relationship between
students' ranks (Ist, 2nd, 3rd, and so on) on each of two tests (perhaps
Spanish proficiency and SAT verbal scores). In such a situation, | would
need to apply the Spearman rank-order correlation coefficient. Luckily, the
Spearman coefficient was developed to provide an estimate of the Pearson
product-moment coefficient, but based on ordinal data rather than the
interval or ratio data required for the Pearson coefficient. The Spearman
coefficient is usually symbolized as either the Greek letter p or as the same
letter spelled out as rho. Calculation of Spearman p is easier than Pearson r
and is presented in a straightforward, step-by-step manner.

The process begins with lining up the two sets of ranks for a group of
students. The pairs of ranks should be lined up in columns like those
shown in the second and third columns of Table 6.8. The important thing
to remember is that two ordinal scale numbers are necessary for each
student, and there can be no missing data. Once the data are properly in
their columns with no missing data, the formula for the Spearman p
coefficient works as follows:

6xX D’
p=l-—e
N(N™ -1)
where p = Spearman rank-order correlation coefficient

D = difference between ranks in each pair
N = number of students for whom you have pairs of ranks
2 = sum
6 = aconstant
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Column 1 2 3 4 5 6
Ranks on Ranks on
Student Test A TestB D D Calculations
Robert 1 - 4 -3 9
Millie 2 - 3 -1 1
thana 3 - 2 1 1 = 1= ___b_X..Z_D__
N(N°=1)
Dean 4 - 1 3 9
Cuny 5 _ 5 0 0 =1-__ 6x40
. 9(81 - 1)
Rill 6 _ 9 -3 9
Corky 7 _ 8 -1 1 =1- __ 240
720
Randy 8 - 7 1 1 =1- .33
Monique 9 _ 6 3 9 = .67
*p< .05 (with N =9) S D =40

Notice that the formula has few elements that are completely unfamiliar. D
is the only completely new symbol, and it represents the difference between
ranks in each pair. Given this information, calculating the Spearman p
correlation coefficient is simple.

Table 6.8 shows the calculations for a hypothetical set of ranks:

1. The data are lined up such that the ranks of each student are listed in rows.

Their ranks on Test A are shown in column 2 and the corresponding ranks
for Test B are given in column 3. For example, Robert was ranked first on
Test A, but he was only fourth on Test B. The ranks of the other students
are similarly arrayed.

. For each student, the rank for Test B is then subtracted from the rank on
Test A to indicate the difference, (D), which is then put in column 4. In
Robert's case, this means that his rank of 4 on Test B is subtracted from his
rank of 1 on Test A, and the result of -3 is placed in column 4.

. The results of each subtraction are then squared, and the outcomes are
placed in column 5, labeled D*.

. The differences squared for all the students (column 5) are then summed
(added up), as shown at the bottom of column 5. This results in a value for
2 D*, which yields 40 in this example.

. Turning next to the formula for p (column 6),the sum of the differences
squared (E D* = 40) is substituted into the formula in the numerator and
multiplied by 6 (which is a constant determined to be appropriate by
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Spearman), which turns out to be 40 x 6 = 240. In the denominator, N
(which is9 in the example) is multiplied by (A* - 1), which is (81- 1) =80,
to yield 9 x 80 = 720. Dividing the numerator of 240 by 720, the result is 240
+ 720 = .33. The last step is to subtract the outcome of this division from 1,
and the result of .67 is the p, or rho, coefficient for these two sets of ordinal
scale data.

Once calculated, | would check the coefficient's statistical significance
bv using a strategy similar to the one described previously for the Pearson
product-moment correlation coefficient. Again, the observed correlation
coefficient will be compared with the appropriate critical value. For p, the
critical values are shown in Table 6.9. If the observed coefficient is larger
than the critical value, a high and specific probability exists that the
coefficient did not occur by chance alone. Again, the trick is to decide
which critical value in the table is the correct one.

Looking at Table 6.9, I must first decide whether I want to be 95% or 99%
certain so that | can decide which column to use. | next need to find the
correct A' that applies to my correlation coefficient. In this table, I do not
need to subtract 2 from the sample size. In other words, N will be directly
interpreted as the number of pairs of scores involved in my calculations.
Moving down that column to the correct number (N) and then over to the
correct column for whatever level of certainty | want, | find the critical value
that my observed correlation must exceed (regardless of its sign, + or -) to be
considered statistically significant, or due to other than chance factors with the
appropriate degree of certainty (that is, 95%0r 99%).

For example, the correlation of .67 obtained in Table 6.8 is worth
checking for statistical significance. Because the decision is not a crucial
one, | decide that | only need to be correct with 95% certainty. Hence, my
critical value is somewhere in the middle column. Next, | check the sample
size and find that | have nine pairs of ranks, so N = 9. | then move to the
right in the row for N = 9 until | reach the middle column (for 95%
certainty) and find the critical value, .600. Since the magnitude (regardless
of sign) of the observed correlation coefficient, .67, is larger than the
critical value, .600 (thatis, .670 > .600), | can make the claim that the
observed correlation coefficient is statistically significant at p < .05. In other
words, there is only a 5% probability that this correlation coefficient
occurred by chance alone. Put another way, | can be 95 percent sure that
the correlation coefficient occurred for other than chance reasons. Notice,
however, that this coefficient would not have been 'significant if I had
chosen the p < .01 level instead.

The interpretation of p is otherwise much like that for Pearson r except
that it is not appropriate to square p to get a coefficient of determination.
In addition, p must be interpreted very carefully because it is generally
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Table 6.9: Critical Values for p*

Directional Decision:
Sound reasons to expect either
a positive or a negative correlation

959%0 Certainty 99% Certainty

(V) p < .05 p <.01
5 .900 1000
6 829 943
7 714 893
8 .643 .833
9 .600 .78%

10 564 746
12 506 712
14 456 .645
16 425 601
18 399 564
20 377 .534
22 .359 508
24 .343 .485
26 .329 465
28 317 448
30 .306 432

*Adapted from Dixon and Massey 1951.

Table 6.10: Hypothetical Ranks
and Spearman rho*

Ranks A Ranks B

1 4

% p=-10
4 1

5 5

7 8 _
5 7 p=-10
9 6

*p < .05 (with N=9)
‘From Brown 1983b.

considered only a weak estimate of the tendency of two ranks to be similar.
As pointed out in Brown 1983b, such coefficients can be fairly misleading.
Consider the “significant”coefficient of .67 that was calculated in Table 6.8
as it is displayed in Table 6.10. Notice that the degree of relationship
expressed in the .67 coefficient is largely due to the fact that ranks 44 are
at the top in both sets and ranks 9-6 are at the bottom. Looking atjust the
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top four ~anks and then atjust the bottom four, notice that two negative
correlations (labeled in Table 6.10) are being masked in the overall
correlation coefficient. | am not arguing that p should not be used but
rather that it should be used, very cautiously along with other careful
inspection of the data.

Point-biserial Correlation Coefficient

Under certain conditions, | might also find myself needing to compare
a nominal scale with an interval scale in terms of the degree of relationship.
For instance, | might be interested in the degree of relationship between
being male or female and language aptitude scores as measured by the
Modern Language Aptitude Test, also known as the MLAT (Carroll & Sapon
1958).Do you think that there would be any relationship between students'
gender and their performance on such a test? The point-biserial
correlation coefficient could help me find out.

More likely, | would be interested in the degree to which individual
items on one of my tests are related to total test scores. Such item-to-whole-
test correlations are often used to estimate the item discrimination. In fact,
it was just such correlation coefficients that were reported in Table 3.12
(p.- 91) in place of item discrimination indexes. In such a situation, | am
comparing a dichotomous nominal scale (the correct or incorrect answer
on each item usually coded as 1 or 0) with an interval scale (total scores on
the test). The appropriate statistic to apply (when examining the
relationship between a nominal and an interval scale) is the point-biserial
correlation coefficient. This coefficient is usually symbolized as 7.

The data in Table 6.11 are set up to illustrate calculations of . between
items and total scores. Notice that the items have been coded 1 for correct
and O for incorrect just as they were in item analyses in Chapter 3. The
table presents exactly the same item responses and total scores that were
used in Table 3.5 (p. 65). To calculate the 7. for each item, use the
following formula:

X, - X,

S

where: 7. = point-biserial correlation coefficient

X, = mean on the whole test for those students who answered
correctly (i.e., are coded as 1s)

X, = mean on the whole test for those students who answered
incorrectly (i.e., are coded as Os)

S, = standard deviation for whole test
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proportion of students who answered correctly on the whole
test (i.e., those coded as 1s) (note: p=IF)

>
Il

proportion of students who answered incorrectly on the
whole test (i.e., those coded as 053)

Notice that the formula has no elements that are completely new. Hence,
the reader should be able to calculate a point-biserial correlation
coefficient on the basis of this formula alone. But again, an example might
help. Consider Item 1 from Table 6.11, and look at its correlation with the
total scores:

X, - X, V% _ 69.53- 61Jm _ 8.55 \/35—6; _
S. 3.87 3.87
= 2.2041 x .2375 =.5235 = B2

prl =

Notice that the mean of the total scores for those students who answered
item 1 correctly (X, of those coded as 1)was 69.53, as shown in the first row
below the item response table, while the mean for those students who
answered incorrectly (X, of those coded as 0) was 61.00, as shown in the

Table 6.11: ltem—-Total Score Data (from Tables 3.5 and 3.6 ltem Analysis)

Items

Names 1 2 3 4 5 6 7 8 9 10 Total
Robert 1 1 1 1 1 1 0 1 1 0.. 77
Millie 1 0 1 1 1 1 0 1 0 0 .. 75
Dean 1 0 0 1 1 1 0 1 0 0.. 72
Shenan 1 1 0 1 1 1 0 0 0 0.. 72
Cuny 1 1 1 1 1 0 0 1 0 0.. 70
Bill 1 1 0 1 1 0 1 1 1 0.. 70
Corky 1 0 1 1 1 1 0 1 0 0.. 69
Randy 1 1 0 1 1 0 0 1 0 0... 69
Monique 1 0 1 0 1 0 1 1 0 0 .. 69
Wendy 1 1 0 0 1 1 0 0 1 0.. 69
Henk 1 0 1 0 1 0 1 0 0 0. 68
Elisabeth 1 1 0 0 1 1 1 1 1 0.. 68
Jeanne 1 1 0 0 1 0 1 0 1 0.. 67
Ihana 1 1 1 0 1 0 1 0 0 0.. 64
Archie 1 0 0 0 1 0 1 0 1 0.. 64
Lindsey 0 0 0 0 1 0 1 1 0 0.... 61
)_(,, 69.53 69.56 7029 7175 69.00 71.71 66.38 70.00 69.17 0.00

X, 61.00 68.29 68.00 66.25 0.00 66.89 71.63 67.33 6890 69.00

2 0.94 056 044 050 1.00 044 0.50 0.63 0.38 0.00

q 006 0.44 056 050 000 0.56 0.50 0.38 0.63 1.00

T b52* 016 0.28 0.69* 0.00 0.60*-0.66* 032 0.03 0.00

ID .20 00 .40 1.00 .00 .60 -1.00 40 -.40 .00
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second row below the main table. In addition, the standard deviation for the
total scores (given in Table 4.6, p. 108) was 3.87. The proportion of students
in the p group is 15out of 16, or .94 (as shown in the third row below the
main table), so the proportion in the g group is .06 (as shown in the fourth
row below the table). Substituting all these values into the formula for Item
1 and solving it as shown, the correlation turns out to be .52. The same
processes led to the 7, values for items 2-10 in Table 6.11.

The formula for the point-biserial correlation coefficient is generalizable
to any situation wherein the degree of relationship between a dichotomous
nominal scale and an interval scale is of interest. However, language testers
most commonly use 7. to calculate the item-total score correlation as
another, more accurate, way of estimating item discrimination.. For examples
of other uses for this statistic, see Guilford and Fruchter 1973.

The strategy used for interpreting 7. is very similar to the one described
previously for the Pearson product-moment correlation coefficient. Table
6.5 is even appropriate for determining if the observed correlation is
statistically significant. Again the comparison is between the observed
correlation coefficient and the critical value. If the observed coefficient is
larger than the critical value, a high and specific probability exists that the
coefficient did not occur by chance alone. Again, the trick is to decide
which coefficientin the table is the correct one to use.

Notice in Table 6.11 that asterisks indicate that four of these correlation
coefficients were indeed significant at the .05 level, indicating that there isa
95% chance that they occurred for reasons other than chance. Notice also
that the item discrimination values (ID) from Table 3.6 (p. 68) are added in
the last row at the bottom of Table 6.11 so that readers can compare the
results obtained by using ID with the results gotten by using 7. In both
cases, the goal is to estimate how well each item is separating the better
students on the whole test from the weaker students. Clearly, the two
different methods do not produce exactly the same results. Items 4 and 6
appear to be effective as “discriminators”using either method, and Items 2,
5, 7,9, and 10 appear to be ineffective “discriminators” using either
method. However, the r,; seems to indicate that Item 1 is a good
discriminator when ID does not so indicate, and the reverse appears to be
true for Items 3 and 8. Part of the discrepancy between ID and 7. results is
probably due to the small number of students involved in this example.

In any case, item analysis statistics are only tools to aid in selecting the
best items. If a tester has both ID and .. available, both statistics can help
in making decisions about which items to keep in a revised version of a
norm-referenced test. More importantly, the statistics should never take the
tester far from the common sense notions involved in developing sound
language test items.
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SUMMARY

In this chapter, | examined a number of concepts related to the
correlational analysis of test results. | provided a definition of correlation
and explained what a correlation coefficient is. | demonstrated how two
sets of scores can covary and how high or low correlation coefficients can
be. 1 explained how to calculate a Pearson product-moment correlation
coefficient and discussed the one design requirement (both scales must be
interval or ratio scales) and the three assumptions (scales must be
independcnt, normally distributed, and linearly related) that must be met
for the statistic to be applied properly. | also showed how random numbers
can be correlated to some degree and how this fact is related to
determining whether or not a particular correlation coefficient is
statistically significant — that is, whether or not it probably occurred by
chance. | also noted that, in interpreting results, the statistical significance
is one issue and the meaningfulness of the correlation coefficient is
another issue. The Coefficient of determination (i.e., the squared value of
Pearson ) is one way of determining the meaningfulness of a relationship
by thinking of it in terms of the percent of shared, or overlapping, variance.
After looking at the use of matrixes for simultaneously displaying many
correlation coefficients, | turned to problems that may arise in interpreting
correlation coefficients: restriction of range, skewedness, and causality. |
ended the chapter with explanations of two other useful correlation
coefficients: the Spearman rank-order correlation coefficient (for two
ordinal scales) and the point-biserial correlation coefficient (for one
dichotomous nominal scale and one interval scale).
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TERMS AND SYMBOLS

coefficient of determination (7.?)
correlation

correlation coefficient

correlation matrix

correlational analyses

covary

critical correlation (value)

cross-product

curvilinear

the diagonal

directional decision

independence

linear

meaningfulness

missing data

non-directional decision

normally distributed (interval scale)
observed correlation (value)

outlier

Pearson product-moment correlation coefficient (7, r,)
point-biserial correlation coefficient (%)
scatterplot

Spearman rank-order correlation coefficient (p, or rho)

statistically significant
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REVIEW QUESTIONS

I.

10

~1

10.

What is correlational analysis? What is a correlation coefficient? If | say
that two sets of scores covary, what do | mean?

How high and how low can a correlation coefficient go? Near what value
would you expect a correlation coefficient to be if absolutely no
relationship exists between two sets of numbers?

What are the one design requirement and three assumptions underlying
the Pearson product-moment correlation coefficient? What does each
assumption require, and how would you check to see if each has been
met?

What is a linear relationship between two sets of humbers? What would a
scatterplot of such a relationship look like? What would some of the
possible scatterplots for curvilinear relationships look like?

. How do you know whether a correlation coefficient that you have

calculated is statistically significant? What are the steps involved in finding
this out? Once you know that a correlation coefficient is significant at p <
.05, what does that mean?

. Can sets of random numbers produce correlation coefficients that turn

out to be statistically significant in a small percent of the trials? Why, or
why not?

Does the fact that a correlation coefficient is statistically significant mean
that it is necessarily meaningful?

How do you calculate the coefficient of determination, and what does it
mean in terms of percents and interpreting the degree of overlap between
two sets of test scores?

What is the Spearman rank-order correlation coefficient used for, and
under what conditions might you find vourself using it?

What is the point-biserial correlation coefficient used for, and how is it
commonly used in item analysis?
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APPLICATION EXERCISES

A. Table 6.12 shows the raw scores for Tests Z and Y in the second and third
columns. The descriptive statistics for each are just below the table. Based
on these scores and statistics, calculate a Pearson r correlation coefficient.

Table 6.12: Data for Application
Exercises on Pearson r and Spearman p

TestZ TestY TestZ TestY
Students Scores Scores Ranks Ranks

Robert 87 77 1.0 1.0
Millie 75 75 2.0 2.0
Iliana 72 64 3.0 135
Dean 61 72 4.0 35
Cuny 60 70 55 55
Bill 60 70 5.5 55
Corky 59 69 7.0 85
Randy 58 69 8.0 8.5
Monique 57 69 10.0 85
Wendy 57 69 10.0 85
Henk 57 68 10.0 115
Shenan 56 72 12.0 35
Jeanne 52 67 13.0 13.0
Elisabeth 49 684 14.0 11.5
Archie 30 64 15.0 145
Lindsey 21 61 16.0 16.0
N 16 16

Mean 56.94 69.00

S 15.01 3.87

Range 67 17

B. Table 6.12 also shows the ranks of each student on Tests Z and Y in the
fourth and fifth columns. Based on these ranks, calculate a Spearman rho
correlation coefficient.
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.. Table 6.13 contains data from six students on a dichotomous scale (0Oor 1)

lor items and an interval scale (0-100) for Total Scores. Calculate the 7,
for cach of the four items. Notice that the mean and standard deviation for
the Total Scores are given below the table. You will need some of this
imformauon to calculate 7.

Table 6.13: ltem-Total Score Data for Application
Exercise C. on ry

Items
Student Total*
Name 1 2 3 4 .. etc. Scores
Roberl 1 0 | 0 .. 90
Monique 1 0 1 0 . 80
Randy | 0 | 0 . 70
Fred 0 | 1 0. 65
Henk 0 1 1 0 .. 60
Corky 0 1 1 0 55

X, =70:5 =10






CHAPTER 7

TEST RELIABILITY

A test, like any other type of instrument used to measure, should give
the same results every time it measures (if it is used under the same
conditions), should measure exactly what it is supposed to measure (not
something else), and should be practical to use. If my son uses a tape
measure to measure my height and finds that | am 178 centimeters tall one
time, | would expect to be about the same height if he measures me again
30 minutes later. In addition, | would reasonably assume that the scale that
he is using to measure me was designed to measure height and does not
turn out to be measuring weight. Finally, the instrument that he is using
must be practical so that it is not too inconvenient or difficult for him to
use. In language testing terms, these considerations are called reliability,
validity, and usability. | discussed the usability, or practicality, issues in some
depth in Chapter 2. | cover test reliability and related concepts in this
chapter, and test validity is the subject of the next chapter.

The fundamental problem that I tackle in this chapter is that a certain
amount of error exists whenever measurements take place. Even in
measuring on relatively stable scales like meters, liters, and kilograms,
nobody can count on the results being exactly the same every time because
the measurement instruments inevitably have small flaws that cause
inaccuracies or because the person using the instruments makes small
almost imperceptible errors. Because measurements are error-prone and
because measurements are often very important, many countries have
established some equivalent to the U.S. Bureau of Weights.and Standards to
watch over the consistency and accuracy of measuring devices.

In testing language, the problem is that measuring for language
proficiency, placement, achievement, diagnosis, or other mental traits of
human beings is much harder to do consistently than measuring the
heights or weights of those same people. The very difficulty of measuring
mental traits explains why consistency is of particular concern to language
testers. In this chapter, | explain the numerous strategies that language
testers use to deal with the problem of consistency in measurement. For
NRTs, testers use reliability coefficients and the standard error of
measurement to examine the consistency of measurement. For CRTs,
testers use quite different strategies to demonstrate test dependability or
consistency. To construct tests that measure consistently, language testers
must first understand the potential sources of consistent and inconsistent
test score variance.

185
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SOURCES OF VARIANCE

The performances of students on any test will tend to vary from each
other, but their performances can vary for a variety of reasons. In the best
of all possible worlds, all the variance in test scores would be directly related
to the purposes of the test. For example, consider a relatively
straightforward test of the spelling rules of English. At first glance, teachers
might think that the variance in students’ performances on such a test
could bc attributed entirely to their knowledge of the spelling rules of
English. Unfortunately, reality is not quite that simple and clear. Many
other factors may be potential sources of score variance on this spelling
test. These variables fall into two general sources of variance: (1) those
creating variance related to the purposes of the test (called meaningful
variance here), and (2) those generating variance due to other extraneous
sources (called measurementerror, or error variance).

In order for the meaningful variance to be most informative, the
concept being tested must be very carefully defined and thought through
so that the items are a straightforward reflection of the purpose for which
the test was designed. For instance, a spelling test could be carefully
designed to assess specific spelling rules. However, if exactly the same
spelling words are used on the test that were used in classroom exercises,
the variance in scores may be due partly to knowledge of the spelling rules,
but also partly to remembering the spelling words. Some students may
answer items correctly because they know the spelling rules, while others
get them right because they memorized the isolated spelling words. This
type of ambiguity can cause serious problems because, in most cases, a test
should have a clearly defined purpose that is not confounded with other
sources of variance.

In language testing, many purposes exist for testing students. The
meaningful variance on a test is defined here as that variance which is directly
attributable to the testing purposes. (This is essentially a test validity issue,
which | discuss at more length in Chapter 8.) A number of issues were
covered in Chapters 1 and 2 that can help teachers to think through the
purposes of various types of tests. Once those purposes are clear, thinking
about the meaningful variance on any test should be relatively easy.

Bachman (1990) provided an outline of the components of language
competence (see Table 7.1)—an outline that may prove helpful in thinking
about these issues. Based on earlier work by Canale and Swain (1980),
Bachman and Palmer (1982), and Canale (1983), this outline includes many
of the important factors that teachers should consider in defining the
purpose of a given test. For instance, in designing part of the listening
comprehension section of the ELI Placement Test at the University of Hawaii,
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Table 7.1: Potential Sources of Meaningful Test Variance

Components of Language Competence:

Organizational Competence
Grammatical Competence
Vocabulary
Morphology
Syntax
Phonology/graphemes
Textual Competence
Cohesion
Rhetorical organization

Pragmatic Competence

IHocutionary Competence
Ideational functions
Manipulative functions
Heuristic functions
Imaginative functions

Sociolinguistic competence
Sensitivity to differences in dialect or variety
Sensitivity to differences in register
Sensitivity to naturalness
Ability to interpret cultural references and figures of speech

we referred to Bachman’s organizational framework, and we decided to
include a component to assess the students’ comprehension of cohesion in
academic lectures (see Table 7.1, under Textual Competence within
Organizational Competence). Thus, the Bachman framework helped us to
define and include a purpose that we might not otherwise have thought of.

Naturally, other models of language learning exist that may prove useful
in defining meaningful variance on a test, especially as the field of language
learning and teaching continues to develop new ways of looking at these
issues. Consider for instance how the types of syllabuses, or organizational
frameworks, used in a curriculum could affect the purposes of the tests that
would result (see Brown 1995 for more on syllabuses). A group of
elementary-school ESL teachers might prefer to organize their curriculum
and testing purposes around a structural syllabus going from the simple
structures of English to more difficult structures. Another group of high-
school Spanish teachers might prefer to organize their curriculum and
testing purposes around various language functions as in a functional
syllabus. Yet another group of adult-education EFL teachers in Amsterdam
might want to develop curriculum and testing purposes centered on tasks
that the students must perform in the language. The point is that,
regardless of how teachers decide on the purpose of a given test, they must
clearly define that purpose so that they know what sources of meaningful
variance they should be focusing on.



188 Testing in Lenguage Programs

Unfortunately, other factors, unrelated to the purpose of the test,
almost inevitably enter into the performances of the students. For instance,
in a set of scores from a spelling test, other potential sources of score
variance might include: variables in the environment like noise, heat, etc.;
the adequacy of administration procedures; factors like health and
motivation in the examinees themselves; the nature and correctness of
scoring procedures; or even the characteristics of the set ofitems selected
for this particular test. All these factors might be contributing to the success
or failure of individual students on the test—factors that are not directly
related to the students’ knowledge of spelling rules.

Measurement Error

Measurement error (also sometimes called error variance) is a term that
describes the variance in scores on a test that is not directly related to the
purpose of the test. Thorndike (1951), Lord and Novick (1968), Cronbach
et al. (1970), Stanley (1971), and Feldt and Brennan (1989) all discuss
these sources of variance at some length and from a variety of perspectives.
For the purposes of this book, the summary provided in Table 7.2 will
suffice to clarify the types of issues that are generally associated in the
testing literature with measurement error.

Variance due to environment. T he first potential source of measurement
error shown in Table 7.2 is the environment in which the test is
administered. The very location of the test administration can be one
source of measurement error if it affects the performance of the students.
Consider for instance the possible effects of administering a test to a group
of students in a quiet library with other people in it, as opposed to
administering it in a quiet auditorium that contains only examinees and
proctors. Clearly, the difference in surroundings could cause some variance
in test scores that is not related to the purpose of the test. Similarly, the
amount of space available to each student can become a factor. And noise
can be a factor that will affect the performance of students, particularly on
a listening comprehension test, but also on other types of tests if the noise
distracts the students from the items at hand. Indeed, lighting, ventilation,
weather, or any other environmental factors can serve as potential sources
of measurement error if they affect the students’ performances on a test.
Hence, the checklist in Table 2.2 (p. 43) should be used when setting up a
test administration so the effects of environment as a source of
measurement error can be minimized.

Variance due to administration procedures. Another potential source of
measurement error involves the procedures that are used to administer the
test. For instance, if the directions for filling out the answer sheets or for
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Table 7.2: Checklist for Potential Sources of Error Variance

O Variance due to environment
O location
O space
O ventilation
a noise
Q lighting
O weather
2 Variance due to administration procedures
O directions
O equipmen
O timing
O mechanics of testing
O Variance attributable to examinees
O health
O fatigue
O physical characteristics
motivation
emotion
memory
concentration
forgetfulness
impulsiveness
carelessness
testwiseness
comprehension of directions
guessing
task performance speed
O chance knowledge of item content

QO Variance due to scoring procedures
Q errorsin scoring
O subjectivity
O evaluator biases
O evaluator idiosyncracies

Q Variance attributable to the test and test items
O test booklet clarity
Q answer sheet format
Q partcular sample of items
O item types
O number of items
O item quality
13 west security

ocooouoopoOrOO0O

doing the actual test are not clear, score variance may be created that has
nothing to do with the purpose of the test. If the results from several
administrations are to be combined and the directions are inconsistent
from administration to administration, another source of measurement
error will exist. Likewise, if the quality of the equipment or the timing are
not the same each time a test is administered, sources of measurement
error are being created. Consider, for instance, a situation in which the
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students take a 6-minute taped dictation test (three readings, the second
with pauses so that students have time to write) played to them on a small
cassette recorder, as compared to another group that takes the same
dictation read aloud from a script by a teacher, who reads a bit louder,
clearer, and more slowly than the cassette tape. If all other factors are held
constant, which group do you think will do best? The second group with
the teacher reading louder, clearer, and slower, right? Thus, equipment and
timing can create error variance that is not related to the central purpose
of the test? Indeed, any issues related to the mechanics of testing ma):
inadvcrtently become sources of measurement error. Hence, error variance
may be caused by factors such as differences in the helpfulness of the
proctors, the speed with which the directions are delivered, the attitudes of
the proctors toward the students, the anxiety level of the proctors, and so
forth. Again, careful attention to the checklist shown in Table 2.2 (p. 43)
should help to minimize the effects of administration procedures as a
source of error variance.

Variance attributable to examinees. A large number of potential sources
of error variance are directly related to the condition of the students when
they take the test. The sources include physical characteristics like
differences among students in their fatigue, health, hearing, or vision. For
example, if five students in a class are coming down with the flu at the time
that they are taking a test, their poor physical health may be a variable that
should be considered as a potential source of measurement error.
Depending on the tasks involved on a test, color blindness or other more
serious physical differences could also become important sources of
measurement error.

Other factors, which would more appropriately be termed psychological
factors, include differences among students (or in individual students over
time) in motivation, emotional state, memory, concentration, forgetfulness,
impulsiveness, carelessness, and so forth.

The experience of students with regard to test taking can also affect
their performances. This experience, sometimes termed testwiseness,
includes the ability to comprehend easily almost any test directions, or
knowledge of guessing strategies (developed by some students to an art
form), or strategies for maximizing the speed of task performance.

Just by chance, through classes or life experience, some of the students
may have topic knowledge that will help them with certain questions on a
test in a way that is not related to the purpose of the test. By and large, the
issues related to the condition of the students are the responsibility of the
students themselves; however, testers must be aware that they are potential
sources of measurement error and must attempt to minimize their effects.
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Variance due to scoring procedures. Factors over which testers have
considerably more control are related to the scoring procedures used.
Human errors in doing the scoring are one common source of
measurement error. Another source is variance in judgments that may
occur in any of the more subjective types of tests (for example, in
composition and interview ratings). The problem is that the subjective
nature of the scoring procedures can lead to evaluator inconsistencies or
biases having an effect on the students scores. For instance, if a rater is
affected positively or negatively by the sex, race, age, or personality of the
interviewee, these biases can contribute to measurement error. An
evaluator may also simply have certain idiosyncrasies that contribute to
measurement error. Perhaps one composition rater is simply tougher than
the others. Then a student’sscore is affected by whether or not the rating is
done by this particular rater. Careful adherence to the checklists provided
in Tables 2.1 and 2.2 (p. 39 and 43) should help to minimize scoring
procedures as a source of measurement error.

Variance attributable to the test and test items. The last general source
of measurement error is the test itself and its items. For instance, the clarity
of the test booklet may become a factor if some of the booklets were
smudged in the printing process, or the format of the answer sheets may be
an issue if some of the students are familiar with the format while others are
not. Item selection may also become an issue if the particular sample of
items chosen is for some reason odd or unrepresentative of the purpose of
the test. The type of items chosen can also be an issue if that type is new to
some of the students or is a mismatch with the purpose of the test. The
number of items used on a test is also a potential source of measurement
error. If only a small number of items is used, it is known that the
measurement will not be as accurate as for a larger number of items. For
instance, a 30-item, multiple-choice test will clearly measure more
accurately than a 1-item test. Once that premise is accepted, differences in
the accuracy of measurement for other numbers of items simply become a
matter of degrees. The quality of the items can also become a source of
measurement error, if that quality is poor or uneven. Lastly, test security can
become an issue, particularly if some of the students have managed to get a
copy of the test beforehand and prepared for that particular set of
questions. To minimize the effects of the test itself and the test items on
measurement error, testers should use Tables 2.1, 2.2, and 3.1-3.3 (pp. 39,
43,51, 54, and 58) as carefully as possible.

All the foregoing sources of measurement error could affect students’
scores on any given test. Such effects are undesirable because they are
creating variance in the students’ scores that is unrelated to the purpose (s)
of the test. Therefore, every effort must be made to minimize these effects.
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Many of the procedures and checklists previously described in this book
were designed to dojust that: minimize the sources of error variance in a
test and its administration.

In the remainder of this chapter, | cover ways of estimating the effects of
error variance on the overall variance in a set of test scores. A8 Cronbach
(1970) pointed out, “Test theory shows how to estimate the effects of
unwanted influences and permits judgments about the relation between
the actual score and the score that could be obtained by thorough
measurement.” This is an important issue because, if | know the degree to
which error variance is affecting test scores (that is, the unreliability of a
test), | can also determine the degree to which error variance is NOT
affecting test scores (that is, the reliability of a test). Knowing about the
relative reliability of a test can help me to decide the degree to which |
should be concerned about all the potential sources of measurement error
presented in Table 7.2.

RELIABILITY OF NRTs

In general, the test reliability is defined as the extent to which the results
can be considered consistent or stable. For example, if teachers administer a
placement test to their students on one occasion, they would like the scores
to be very much the same if they were to administer the same test again one
week later. Such consistency is desirable because they do not want to base
their placement decisions on an unreliable (inconsistent) test, which might
produce wildly different scores if the studentswere to take it again and again.
Placement decisions are important decisions that can make big differences in
the lives of the students involved in terms of the amounts of time, money, and
effort that they will have to invest in learning the language. Since most
language teachers are responsible language professionals, they want the
placement of their students to be as accurate and consistent as possible so
that they can responsibly serve the students’ needs.

The degree to which a test is consistent, or reliable, can be estimated by
calculating a reliability coefficient (7.). A reliability coefficient is like a
correlation coefficient in that it can go as high as +1.0 for a perfectly
reliable test. But the reliability coefficient is also different from a
correlation coefficient in that it can only go as low as O because a test
cannot logically have less than no reliability. In cases where testers find
negative values for the reliability of a test, they should first go back and
check their arithmetic for errors; then if the calculations are all correct,
they should round their negative result upward to O and accept that the
results on the test had zero reliability (thatis, they were totally unreliable).
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Reliability coefficients, or estimates as they are also called, can be
interpreted as the percent of systematic, or consistent, or reliable variance
in the scores on a test. For instance, if the scores on a test have a reliability
coefficient of ... = .91, by moving the decimal two places to the right, the
tester can say that the scores are 91% consistent, or reliable, with 9%
measurement error (100% - 91% =9), or random variance. If r...= .40, the
variance on the test is only 40% systematic and 60% measurement error.

As | explain next, language testers use three basic strategies to estimate
the reliability of most tests: the test—retest, equivalent-forms, and internal-
consistency strategies. | also show how certain types of productive language
tests (like compositions and oral interviews) necessitate estimating the
reliability of ratings orjudgments.

Test-retestReliability

Of the three basic reliability strategies, test-retest reliability is the one
most appropriate for estimating the stability of a test over time. The first
step in this strategy is to administer whatever test is involved two times to a
group of students. The testing sessions should be far enough apart so that
students are not likely to remember the items on the test, yet close enough
together so that the students have not changed in any fundamental way
(like learning more language). Once the tests are administered twice and
the pairs of scores for each student are lined up in two columns, simply
calculate a Pearson product-moment correlation coefficient between the
two sets of scores. The correlation coefficient will provide a conservative
estimate (that is, a low estimate, or underestimate) of the reliability of the
test over time. This reliability estimate can then be interpreted as the
percent of reliable variance on the test.

Admittedly, administering a test two times to the same group of students
IS not a very attractive proposition for the teachers or the students — clearly
a major drawback for this reliability strategy. However, situations do occur
in which the test—retest strategy is the most logical and practical alternative
for estimating reliability.

Equivalent-forms Reliability

Equivalentforms reliability (sometimes called parallelforms reliability) is
similar to test—retest reliability. However, instead of administering the same
test twice, the tester administers two different but equivalent tests (for
example, Forms A and B) to a single group of students. Then the tester
calculates a correlation coefficient between the two sets of scores, and that
indicates the degree of relationship between the scores on the two forms.
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The resulting equivalent-forms reliability coefficient can be directly
interpreted as the percent of reliable, or consistent, variance on either form
of the test. However, note that this strategy provides an estimate of the
consistency of scores across forms rather than over time, as was the case
with test—retest reliability.

One question that always arises in discussing equivalent-forms reliability
is the issue of what constitutes equivalence between two forms. Of course,
writing parallel items for each form will aid in the creation of equivalent or
parallel forms. At least, the items on the two forms should be similar
because the goal is to make the two forms as similar as possible. The
number of items on each test should be the same as well. From a strict
statistical point of view, equivalent (or parallel) forms produce scores that
have equal means, equal standard deviations, and equal correlations with
some third measure of the same knowledge or skills. So establishing the
equivalence of two forms could be done by simply showing that the means
and standard deviations that students produce are quite similar and that
the two forms correlate about equally with some third measure.

Clearly, however, developing two forms, establishing their equivalence,
administering the two forms to a hapless group of students, and calculating
the correlation coefficient between the scores is a fairly cumbersome way to
go about cstimating the reliability of each form. However, conceptually it is
correct, and sometimes this strategy is useful.

Internal-consistency Reliability

To avoid the work and complexity involved in the test—retest or equivalent-
forms strategies, testers most often use internal-consistency strategies to
estimate internalconsistency reliability. As the name implies, internal-consistency
strategies have the advantage of estimating the reliability of a test with only
one form and only one administration of that form.

Split-half reliability. The easiest internal-consistency strategy to
understand conceptually is called the split-half method. This approach is very
similar to the equivalent-forms technique except that, in this case, the
“equivalent forms” are created from the single test being analyzed by
dividing it into two equal parts. The test is usually split on the basis of odd-
and even-numbered items. The odd-numbered and even-numbered items
on the test are scored separately as though they were two different forms. A
correlation coefficient is then calculated for the two sets of scores. The
tester could then interpret this coefficient as a reliability estimate except
that it represents the degree of reliability for only half of the test-either
half, but still just half of the test. If all other things are held constant, a
longer test is usually more reliable than a short one, and the correlation
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calculated between the odd-numbered and even-numbered items must be
adjusted so that it can be interpreted as full-test reliability. This adjustment
of the half-test correlation to estimate the full-test reliability is
accomplished by using the Spearman-Brown Prophecy formula (yes, that is the

real name). The applicable formula is:
nxr
(n=1n +1

Ta =

full-test reliability
correlation between two test parts
number of times the test length is to be increased

Once the half-test correlation coefficient is calculated between the even-
numbered and odd-numbered items, this formula is easy to apply. For
example, if the half-test correlation is .60, simply insert that .60 value into
the two places in the formula where r appears. Since the full test is twice as
long as the half-tests, the adjustment is for a test that is twice as long.
Hence, nwill be 2. The calculations are then carried out as follows:

po—_ mXT 2x.60  1.20 _
 (n-lr+1 (2-1H60+1 160

where: n,

n

So the adjusted full-test reliability is .75, and that is the value that the tester
should report as the split-half reliability (adjusted).

Table 7.3 shows a more realistic set of data (previously used to illustrate
item analysis techniques in Table 3.11, p. 90). Note in Table 7.3 that the
odd-numbered items have been scored separately from the even-numbered
ones and that they have been lined up into two columns representing the
two scores for each student. The Pearson r calculated for these two sets of
scores turned out to be .66. Since this is the half-test correlation between
the even-numbered and odd-numbered items, it is labeled r. The
Spearman-Brown formula should then be used to provide an estimate of
what the full-test reliability is. Inserting the .66 half-test correlation value
into the formula where r appears, and 2 where n appears, the necessary
calculations are simple:

nxr 2 X .66 1.32
Yo — = - — = 79—2 = 80
m-lyr+1 (2-1)66+1 166

The result, ., is an internal-consistency reliability estimate calculated using
the split-half method on the data from a single administration of a single
test. This result was made possible by separately scoring the odd-numbered
and even-numbered items on the test and treating them as if they were two
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Table 7.3: Split-half Reliability
for Data in Table 3.11

Odd Even
13 13
13 14
12 14
13 12
12 12
11 10
12 9
11 9
12 7
10 8

9 9
10 8
11 7
11 7

9 8

9 8

8 8

8 8

9 7

9 6

5 9

8 6

8 6

6 7

6 7

9 3

7 5

6 5

3 7

5 3

Odd Even Total Stat

15 15 30 k
9.20 8.10 17.30 X
2.66 2.80 4.97 S

Toddeven = .66

forms. The half-test reliability was then adjusted to full-test magnitude, and
the result was an estimate of the reliability, or consistency, of the test.

Cronbach alpha. Conceptually, the split-half method is the easiest of the
internal consistency procedures to understand. However, others are easier
to calculate. For instance, Cronbach (1970) offers an alternative procedure
for calculating the split-half reliability, which will give very similar results.
This coefficient is one variant of his alpha coefficient (a)and is much easier
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to calculate than the split-half procedures described above. The formula is
as follows:

S + S
a=2(- —S 3 )
where: @ = split-half reliability for the full test
S.a = standard deviation for the odd-numbered items
S~e = standard deviation for the even-numbered items
S, = standard deviation for the total test scores

Referring once again to Table 7.3, find the values for the half- and whole-
test standard deviations given at the bottom of the table. Substitute these
into Cronbach's formula and solve for o as follows:

2 2 '+ 9
wmoqo St Sy 266 T280°
s 497
+
o 10756478400 , 149156
24.7009 24.7009

=2 (1-.6038484) = 2 (.3961516) = .7923031 = .79

Notice that the .79 Cronbach alpha (@ )value obtained here is very similar to
the .80 value calculated using the split-half (adjusted) method, but also
note that the Cronbach a is much easier to calculate.

Kuder-Richardson formulas. Among the many other variations of
internal-consistency reliability, the most commonly reported are the Kuder-
Richardson formula 20 (K-R20) and formula 21 (K-R21) (Kuder &
Richardson 1937). | would like to discuss these formulas in reverse order by
beginning with the Kuder-Richardsonformula 21. The easiest internal-
consistency estimate to calculate is that produced by the K-R21 formula:

k Xk -X)

-R9OT1 = -
K-R21 = — (1 e )
where K-R21 = Kuder-Richardson formula 21
k = number of items
X = mean of the test scores

S = standard deviation of the test scores

To calculate K-R21, a tester only needs to know the number of items, the
mean, and the standard deviation on a test. The tester does not have to
administer the test twice or develop and administer two equivalent forms;



198 Testing in Language Programs

the tester does not have to score the odd-numbered and even-numbered
items separately; and the tester does not have to calculate a correlation
coefficient. Hence, the K-R21 formula is relatively easy in those situations
where it can be applied.

For instance, perhaps | have a 100-item hypothetical test with a mean of
50 and a standard deviation of 10. To calculate K-R21, | only need to
substitute the number of items, the mean, and the standard deviation into
the K-R21 formula and solve for the result, as follows:

K-R21 = h (1 _ Xk ‘.,X))
k-1 kS®
_ 100 - 50 (100 - 50))
99 100x 10'
2500

=1.01 1- =222y =1.01(1-.25)
10000
= 1.01x .75 =.7575 = .76

Applying the same formula to the data used in Table 7.3, I begin by
marshalling my information, which means | have to look below the table for
the mean (17.30), standard deviation (4.97), and number of items (30).
Again | need to substitute the values into the formula and solve for the K-
R21 reliability estimate, as follows:

K-Ro1 = K (1—X@1X5
k-1 kS®
30 (- 17.30(30 — 17.30))
29 30 x 4.97'
- 10345(1—-21971)
741.03
= 1.0345 (1-.2965) = 1.0345x .7035
= 7978 =~ .73

While this method of calculating reliability appears relatively simple, new
language testers must understand one thing about calculating K-R21 for real
language tests. Notice that the .73 result of the K-R21 formula is
considerably lower (even though it is based on the same data) than the .79
result obtained by the Cronbach a strategy. This difference is due to the fact
that the K-R21 is a conservative estimate of the reliability of a test, which is to
say that, if it is in error, the error will always be one of underestimation for
the reliability of the test. In other words, K-R21 should never overestimate
the reliability of a test, but it may seriously underestimate the reliability. In
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Table 7.4: K-R21 Estimates for Cloze Procedure (Brown 1983a)

E X scoring AC scoring

Reliability Estimate GP 1 GP2 GP 1 GP2
Cronbach alpha .66 .61 67 67
K-R20 .64 .60 .67 .65
Split-half adjusted by .67 .63 .61 .67

Spearman-Brown prophecy

formula
Flanagan's coefficient .66 .63 .61 .67
Rulon's coetficient .66 .63 61 67
K-R21 48 .36 56 .55

my experience, the K-R21 usually does not give a very serious underestimate
for multiple-choice language tests. However, for some types of tests, like the
cloze procedure, the K-R21 may produce a very serious underestimate, as
compared to other approaches for estimating internal-consistency reliability.

Since the data in Table 7.3 are derived from a cloze test, | am not
surprised that a fairly large difference exists in the reliability- estimates
produced for this test by the Cronbach a strategy and the K-R21 strategy.
While the difference between .79 and .73 may not seem too large, | have
found far more substantial K-R21 underestimates of cloze reliability in
other previous studies (Brown 1983a, 1984b). The results of one of these
studies are shown in Table 7.4. Notice how very much lower the K-R21
estimates are in comparison to the other estimates.

The Kuder-Richardson formula 20 (K-R20) appears to avoid the problem
of underestimating the reliability of certain language tests. Although it is
marginally more difficult to calculate, K-R20 is also considered a much
more accurate estimate of reliability than the K-R21. K-R20 is estimated
using the following formula:

K-R20 = — (1- 21V,
k-1 S;
where K-R20 = Kuder-Richardson formula 20
k = number of items
v = item variance
g = variance for the whole test (that is, the standard

{ deviation of the test scores squared)

This formula contains some elements that may not be familiar to the
reader. The first of these is the sum of the item variances, symbolized by % IV.
These item variance values are derived from the concept of item facility (see
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Table 7.5). As shown in Table 7.6, begin by lining up the IF values for each
item. Recall that these represent the proportion of students who answered
each item correctly. Next, 1 — IF must be calculated for each item.
Subtracting the IF from 1.00 yields the proportion of students who
answered each item incorrectly. These results must then be lined up with
their corresponding IF values as shown in Table 7.6. The next step is to
multiply the IF times (1 — IF), which yields the item variance, or IV = IF
(1 — IF). In other words, the item variance for each item is equal to the
proportion of students who answered correctly times the proportion who
answered incorrectly. As shown in Table 7.6, these item variance values for
each item are then lined up in their own column, which in turn is summed
for all the items. This sum is substituted into the numerator of the second
fraction in the K-R20 formula.

The other element of the K-R20 formula that is probably unfamiliar is
the one symbolized by S?. This isjust a new label for an old concept: S¢
represents the variance for the whole test—that is, the standard deviation of
the test scores squared.

Consider the example data once again. Based on the information
provided in Table 7.6, the test variance (4.97%), sum of the item variances
(4.62), and number of items (30) can be substituted into the formula to
calculate K-R20 as follows:

. TSIV ( _ 462)
k-1 S? )_ 497

— 1.0345 (1 - 542@) — 1.0345 (1 -.1870)

K-R20 =

=1.0345x .8130 = .8410485 =~ .84

Notice that the result of these calculations, though based on the same data
as those above for the split-half, Cronbach a ,and K-R21 reliabilities, is a
considerably higher estimate (at .84) than any of the others, which were
.80, .79, and .73, respectively.

Which estimate is the correct one? Because all these estimates are
underestimates of the true reliability of the test, they are all correct but
lower than the true state of affairs. In other words, none will overestimate
the actual state of reliability in the test being analyzed, so they can all be
safely interpreted. However, the single most accurate of these estimates is
the K-R20 strategy. Nevertheless, the other three approaches have
advantages that sometimes outweigh the need for accuracy. For instance,
the split-half version makes more sense conceptually than any other



Table 7.5: Iltem variance data (from Table 3.11) for Calculating K-R20

Item Number
ID Total Proportion

Number 1 2 3 4 5 6 7 8 9 1 112 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 Scores Scores
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 ! 1 1 1 0 1 27 9000
2 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 | 27 9000
20 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 0 1 26 8667
29 1 1 1 1 1 1 1 1 1 1 | 0 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 26 8667
12 1 1 0 1 1 1 1 1 1 1 1 0 0 1 1 1 1 0 1 1 1 0 1 1 0 1 1 1 1 1 24 8000

H 1 1 0 1 1 | 1 1 1 1 I 1 0 0 1 0 1 0 1 1 1 0 1 1 0 1 | | 0 0 21 7000

4 1 1 0 1 1 1 1 1 1 1 1 0 1 0 1 0 1 0 1 1 1 0 1 0 0 1 1 1 0 1 21 7000

3 1 1 0 1 1 1 1 1 1 1 | 0 0 0 1 0 0 0 1 1 1 0 1 0 1 1 1 1 0 1 20 6667
16 1 1 1 1 1 0 1 1 1 1 1 0 1 1 1 0 0 0 1 1 1 0 1 0 0 0 1 1 0 0 19 6333
30 1 1 0 1 1 1 1 1 1 1 1 0 0 0 0 0 1 0 1 1 1 0 1 1 1 1 0 0 0 0 18 6000
17 0 1 0 1 1 1 1 1 1 1 1 0 0 0 1 0 1 0 1 1 1 0 0 1 0 1 1 0 0 1 18 .6000

6 1 1 0 1 1 1 1 1 1 1 1 1 0 0 1 0 0 0 1 1 1 0 1 0 0 1 1 0 0 0 18 .6000
27 0 0 0 1 1 1 1 1 1 1 1 0 1 0 1 0 0 0 1 1 1 1 1 0 0 1 1 0 1 0 18 .6000
18 1 1 1 1 1 1 1 1 l 0 1 0 1 1 0 0 0 0 1 1 1 0 1 0 0 0 1 1 0 0 18 6000
19 0 1 0 1 0 0 1 1 1 1 1 1 0 0 1 0 1 0 1 1 1 0 1 0 0 1 1 1 0 0 17 5667

9 0 1 0 1 1 1 1 1 1 1 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 1 1 1 0 0 17 5667
22 0 1 0 1 1 1 1 1 1 1 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 1 0 1 0 0 16 .5333

8 0 1 0 1 1 1 1 1 1 1 0o o0 1 0 1 0 0 0 1 1 1 0 0 0 0 1 1 0 0 1 16 5333
24 1 0 0 1 1 1 1 1 1 1 1 0 0 0 1 0 0 0 1 1 1 0 0 0 0 1 1 0 0 1 16 5333
21 0 0o 0 1 1 1 1 1 1 1 0 0 1 0 1 0 0 0 1 1 1 0 1 0 0 1 1 0 0 0 15 5000
14 0 1 0 1 1 1 0 1 0 1 0 0o 0 0o 0 0 0 0 1 1 1 0 1 0 0 1 1 1 0 1 14 4667
10 1 0o 0 | 1 0 0 1 1 1 1 0 0 0 1 0 0 0 1 | 1 0 1 0 0 0 0 1 0 1 14 4667
25 1 0 0 1 0 1 0 1 1 1 0 0 1 0 1 0 1 0 1 1 0 0 1 0 0 0 1 1 0 0 14 4667
15 1 1 0 1 1 1 1 0 1 1 0 0 0 1 0 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 13 4333
26 1 1 0 1 0 1 0 1 1 1 1 0 0 0 0 0 0 0 1 1 1 0 1 0 0 0 0 1 0 0 13 4333
23 1 o 0 1 1 0 1 0 1 1 0 0 0 0 1 0 0 0 1 1 0 0 0 0 1 0 0 1 0 0 12 4000
11 1 1 0 0 0 1 0 0 1 1 0 0 1 0 1 0 1 0 1 1 0 0 0 0 1 0 0 1 0 0 12 .4000

7 0 1 0 0 1 1 0 0 1 0 0 0 0 0 1 0 0 0 1 1 1 0 1 0 0 1 0 1 0 0 11 3667
13 0 1 0 0 0 1 1 1 0 | 1 1 0 0o 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0 10 3333
28 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 1 0 0 1 1 0 1 0 0 0 0 0 0 8 2667

IF 5667 .7667 2000 8667 8000 8333 8000 8667 9000 9333 6667 2333 4667 .2333 .7333 1333 4333 .0667 .9333 .9333 9000 .1333 .8333 3000 2000 .7000 .7000 .7333 7 3667 17.30

1D 2000 .4000 5000 4000 5000 2000 6000 4000 3000 1000 .6000 .3000 .4000 .4000 .3000 4000 3000 .2000 .2000 .2000 .3000 .3000 .2000 .6000 4000 6000 6000 1000 1000 5000 1.097 1656667 S
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Table 7.6: Calculating ltem Variances

Item Number IF 1-1IF  TIFQ1-1F) Test Statistics
1 0.5667 0.4333 0.2456 17.30 Mean
2 0.7667 0.2333 01789 497 S
3 0.2000 0.8000 0.1600
4 0.8667 0.1333 0.1156
5 0.8000 0.2000 0.1600
6 0.8333 0.1667 0.1389
7 0.8000 0.2000 0.1600
8 0.8667 0.1333 0.1156
9 0.9000 0.1000 0.0900

10 0.9333 0.0667 0.0622
11 0.6667 0.3333 0.2222
12 0.2333 0.7667 0.1789
13 0.4667 0.5333 0.2389
14 0.2333 0.7667 0.1789
15 0.7333 0.2667 0.1956
16 0.1333 0.8667 0.1156
17 0.4333 0.5667 0.2456
18 0.0667 0.9333 0.0622
19 0.9333 0.0667 0.0622
20 0.9333 0.0667 0.0622
21 0.9000 0.1000 0.0900
22 0.1333 0.8667 0.1156
23 0.8333 0.1667 0.1389
24 0.3000 0.7000 0.2100
25 0.2000 0.8000 0.1600
26 0.7000 0.3000 0.2100
27 0.7000 0.3000 0.2100
28 0.7333 0.2667 0.1956
29 0.0667 0.9333 0.0622
30 0.3667 0.6333 0.2322

> IV = 4.6200 = Sum of item variances

estimate for explaining how internal-consistency reliability works. In
addition to the fact that it gives a fairly accurate estimate of the reliability of
a test, it is useful for teaching about reliability, as | am trying to do in this
book. So there may be reasons why you would want to use the split-half
variety of reliability estimate. The K-R21 formula has the advantage of being
quick and easy to calculate. So, for situations where a quick, rough estimate
of the reliability is sufficient, this may be the formula of choice. If the items
on a test are weighted in some sense, like two points for each item in one
section and only one point each in another, then Cronbach o might be the
statistic of choice because it can be applied to tests with weighted items, it is
easy to calculate, and it is reasonably accurate, whereas the K-R20 can only
be applied when the items are scored correct/incorrect with no weighting
scheme of any kind. If accuracy is the main concern, then the K-R20
formula clearly should be used if at all possible.
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However, in all cases, remember that the error will be in the direction of
an underestimate of the actual reliability of the test. All these statistics are
conservative in the sense that they should never overestimate the existing state
of affairs. Testers simply have to decide how much of an underestimate they
are willing to accept in terms of the amount of work involved, the accuracy of
the estimate, and whether a weighting scheme was used in scoring the test.

This coverage of internal-consistency reliability has necessarily been
brief. Numerous other strategies exist for estimating internal consistency,
some Of which appeared in Table 7.4. (For more information on Flanagan’s
coefficient, Rulon’s coefficient, or others like the Guttman coefficient,
which are not mentioned in Table 7.4, refer to Cronbach 1970, Guilford
1954, or Stanley 1971.) The strategies chosen for presentation here were
selected on the basis of their conceptual clarity, ease of calculation, accuracy
of results, and frequency of appearance in the language testing literature. In
most cases, these strategies should provide all the necessary tools for
calculating internal-consistency reliability in most language programs.
Remember, internal-consistency estimates are the ones most often reported
by language testers because they have the distinct advantages of being
estimable from a single form of a test administered only once.

Reliability of Rater Judgments

Two other types of reliability may be necessary in language testing
situations where raters make judgments of the language produced by
students. Raters usually are necessary when testing students’ productive
skills (speaking and writing) as in composition, oral interview, or role-play
situations. Testers most often rely on interrater and intrarater reliabilities in
such situations.

Interrater reliability is essentially a variation of the equivalent-forms type
of reliability in that the scores are usually produced by two raters, the scores
are lined up in columns, and a correlation coefficient is calculated between
them. The resulting coefficient is an estimate of the interrater reliability of
the judgments being made in either set of ratings. A real-world example of
this application is shown in Table 7.7, in which three scores (in columns)
are shown for each of 55 students (in rows). These are the three ratings
assigned by three different teachers to each student’s composition on the
ELIPT in one small Spring semester administration in 1989.

Table 7.8 gives the correlation coefficients between each of the three
possible pairings of ratings. These are estimates of the reliabilities for each
set of ratings as they were assigned by the raters in this test administration.
They are not as high as | would like. However, recall that the number of
items (or number of ratings in this case) can have a dramatic effect on the
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Table 7.7: Three Ratings for Each of 55 Compositions
(Writing Sample subtest of the ELIPT in Spring 1989)

Student Student

ID Number R1 R2 R3 IDNumber R1 R2 R3
Al 66 66 71 A51 80 67 74
A2 84 72 67 A52 82 78 'i4
A3 62 66 56 B2 63 65 67
A5 79 90 68 B3 60 57 69
A6 73 67 67 B5 60 73 65
A8 76 78 71 B6 73 71 69
A9 72 82 64 B9 64 77 82
All 63 54 5 B10O 68 74 61
Al3 57 62 71 B1l 65 62 66
Al6 58 76 81 B13 84 78 82
Al9 712 71 70 Bl4 41 46 37
A20 61 63 71 B17 87 91 81
A25 68 79 62 B18 71 68 77
A30 62 87 78 B20 69 63 54
A3l 61 67 72 B21 61 59 58
A32 73 87 78 B23 66 74 67
A36 70 76 63 B24 65 70 64
A37 70 71 68 Cc2 67 77 70
A38 95 80 89 C3 67 67 57
A40 67 81 71 A 53 66 65
A4l 76 75 77 S 88 87 90
A43 68 53 55 C6 83 90 67
Ad4 75 64 69 C9 59 69 62
A46 87 85 75 Cl1 68 72 66
A47 64 69 61 cl2 59 75 71
A48 73 60 65 cl3 68 72 75
A49 63 60 69 C14 87 93 90
C15 64 64 65

Table 7.8: Interrater Correlations for Writing
Sample (N = 55)

R1 1.000

R2 0.632 1.000

R3 0.571 0.662 1.000
R1i R2 R3

magnitude of the reliability coefficient. Since these estimates are for the
reliability of each single set of ratings, and since two or three sets of ratings
are likely to be higher in reliability when taken together, adjusting to find
the reliability of larger numbers of ratings taken together would be logical,
possible, and advisable.

The Spearman-Brown Prophecy formula (explained in the discussion of
split-half reliability, p. 194196) can be used for just this purpose (see
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Guilford 1954, p. 397, for more on this point). Remember that the formula
for this adjustment was:

nXxXr

]

where 7.

full-test reliability
correlation between test parts
number of times the test length is to be increased

r

n

| could apply the adjustment to any one of the coefficients reported in
Table 7.8. but my naturally careful approach to all statistics leads me to use
the lowest estimate, .571 in this case. Adjusted for two ratings (n=2) from

this single set estimate, the Spearman-Brown prophecy formula is applied
as follows:

o omxr __ 2x571 _ 1142
(n-hr+1 (2-1571+1 1571

=.7269255 = .73

However, since the actual decisions in this case are based on three sets of
ratings, a more appropriate adjustment is for three ratings (n= 3), as
follows:

_ mwxr _ 3x.571 _ 1713
(n—Dr+1 (3-1).571+1 2.142

Yax'

=.7997198 = .80

This result gives a conservative reliability estimate (that is, it is safe and not
likely to be an overestimate) for the rating procedure as it is applied to
writing samples in the ELI at UHM (that is, with three ratings on each
composition written during the ELIPT in Spring 1989). (See Chaudron,
Crookes, and Long- 1988 for more on the problems associated with the
reliability of ratings in second-language classroom research.)

Intrarater reliability is most closely related to the test-retest strategy
discussed previously in that two sets of scores are produced by the same
rater on two separate occasions, say about 2 weeks apart, for the same
group of students, and a correlation coefficient is calculated. The resulting
coefficient is an estimate of the intrarater reliability of the judgments being
made by the rater on two occasions. Thus, intrarater reliability is an
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estimate of the consistency of judgments over time. Hence, the results may
be confounded by the raters’ remembering, on the second occasion, their
ratings from the first occasion. Perhaps as a result of this potential problem,
or as a result of the slightly more complex logistics involved, this form of
reliability estimate is not reported as often in language testing as the
interrater type.

Interpreting Reliability Estimates

Reporting the degree to which a test is reliable is often necessary in the
process of developing and defending a new language test. | have shown a
number of alternatives from which teachers can choose to estimate the
reliability of their non-referenced tests. However, regardless of the type of
reliability involved, the interpretation of the coefficients is about the same.
The central concern is with how consistent the test is in terms of the
percent of variance in the scores that is reliable and the percent that is
attributable to measurement error. If r, = .33, then 33% of the variance is
reliable, and the remaining 67% is measurement error. Hence, a reliability
estimate of .33 indicates that the test is not very reliable and that the test
should either be seriously revised or replaced entirely.

Remember that reliability estimates are derived from the performances
of a particular group of people. Hence, the estimate is linked to that group.
In other words, the tester can only make claims about the reliability of a test
with reference to a particular group of students; or perhaps very cautiously,
claims can be made about the probable level of reliability when the test is
administered to a wvery similar group of students with about the same range
of abilities.

Standard Error o fMeasurement

Reliability coefficients are just one useful way of looking at the issue of
norm-referenced test consistency. Such coefficients can, indeed, be used to
estimate how reliable the test is in percentage terms. Another, perhaps more
concrete, way of looking at the consistency of a set of test scores is called the
standard error f measurement (SEM). Conceptually, this statistic is used to
determine a band around a student’sscore within which that student’s score
would probably fall if the test were administered to him or her repeatedly.
Based on the percentages in a normal distribution (discussed in Chapter 4),
the SEM can also be used to estimate the probability with which the tester
can expect those scores to fall within the band.

Consider Test A, a 100-item test administered in the Kalihi-Palama Adult
Education Program, for which the standard error of measurement is 5 (that
is, SEM =5). 1 can conclude from this SEM that a particular student, Xiao
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Lao, who scored 80, would score within a band of one SEM plus (80 +5 =
85) or minus (80 — 5 = 75) 68% of the time if she were to take the test over
and over many times. | base this interpretation on the notion that a
standard deviation would exist for the hypothetical distribution of Xiao
Lao’s manv test scores. The deviation of these scores with regard to her
particular score of 80 is an estimate of measurement error. The purpose of
the SEM is to estimate a sort of average of the distribution of error
deviations across all the students who took the test. On the basis of this
estimate, a tester can estimate with certain amounts of probability how far
students’ scores would vary by chance alone if the studentswere to take the
test repeatedly. Using this information, the tester can be fairly sure that, for
anv student, error alone can cause the scores to vary within a band of plus
or minus one SEM (+1 SEM, or =5 points in this case) 68% of the time. For
Xiao Lao, whose score was 80, this SEM would indicate that, by chance
alone, her scores could vary between 75 and 85 points 68% of the time if
she were to take the test repeatedly. If the tester wanted to be even more
sure of this band, he or she could extend it out further to two SEMs (5+5=
10) plus (80 + 10 = 90) or minus (80 — 10 = 70) on either side of the
observed raw score. The tester would then be relatively sure that Xiao Lao’s
score would consistently fall between 70 and 90, (95% of the time, based on
the percents under the normal distribution).

To calculate the SEM, | must have the standard deviation of the test
under analysis and any of the reliability coefficients discussed previously.
The formula for calculating this statistic is relatively simple:

SEM = SV1 - 1
where SEM = standard error of measurement

S standard deviation on the test

T reliability estimate for the test
| apply this formula to the data shown in Tables 7.3,7.5, and 7.6, for which
S§ =497 and r.. = .84. The reliability coefficient chosen here is the K-R20

because it is considered the most accurate available. The resulting SEM
based on this formula is:

SEM = Sy1 - n
=49741- .84 =4.97+.16 = 4.97 X .40
=1.988= 2.0

This is a much lower figure than the SEM calculated for Xiao Lao; therefore,
the band of chance fluctuations in students” scores will be narrower.
However, as with all statistics, this one is relative to other factors that must be
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considered at the same time. In comparing the SEM found here with the
one produced by the test that Xiao Lao took, note that this test only had 30
itemswhile Xiao Lao’stest had 100 items. Nevertheless, in this case, the SEM
of 2.0 indicates that there would only be relatively small chance fluctuations
in the students’ scores if they were to take the test repeatedly.

A corollary to all this is that the narrower the SEM is, the narrower the
band of possible fluctuations will be, or the more consistently the raw scores
represent the students’ actual abilities. Thus, with all other factors held
constant, a test that has a small SEM is more consistent than one with a large
SEM. In a sense, the SEM is easier to interpret than a reliability coefficient
because it is expressed in terms of raw score bands rather than the more
abstract percent interpretations typically used with reliability estimates.

This difference extends to the use of these statistics for real-life,
decision-making purposes, where the SEM is often far more important than
any reliability coefficient. The SEM is especially useful in deciding the
”fate” of students who are on the borderline for some decision that can
affect their lives in important ways. For example, perhaps the test that Xiao
Lao took was for purposes of placement into adult-education English
courses. This decision is a fairly important one for Xiao Lao. After all, if the
test inaccurately places her into a level below her true ability, it would
unjustly cost her extra terms of studying and extra money if tuition fees are
involved. In such a situation, most language professionals would like
placement to be as accurate and fair as possible.

Unfortunately, our hapless Xiao Lao scored 80, and the cut-point
between the second and third levels of ESL study was 82 points. Into which
course should she be placed? She is clearly within one SEM (5 points) of
the cut-point, so she might score into the third level if she were to take the
test again, yet her actual score indicates that she should be placed into the
second level. A responsible decision about Xiao Lao, or any student in a
similar situation, would probably involve getting more information about
her proficiency (for example, an additional composition or oral interview)
before making the decision about which way she should be placed. Clearly
then, the SEM can be a very important way to apply the concept of
reliability in a very practical sense to the actual decision making in a
language program. The standard error of measurement should be
considered, therefore, and reported right along with the reliability
coefficients for any norm-referenced test.

Factors Affectingthe Reliability of NRTs

To sum up briefly, a number of factors may affect the reliability of any
test (see Table 7.1). Some of these factors are more directly within the
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control of testers than are other factors. However, language test developers
and users must realize that, if all other factors are held constant, the
following is usually true:

1. a longer test tends to be more reliable than a short one

2. a well-designed and carefully written test tends to be more reliable than a
shoddy one

3. a test made up of items that assess similar language material tends to be
more reliable than a test that assesses a wide variety of material

4._ a test with items that discriminate well tends to be more reliable than a test
with items that do not discriminate well

5. a test that is wellcentered and disperses the scores efficiently (thatis, a test
that produces normally distributed scores) tends to be more reliable than a
test that has a skewed distribution

6. a test that is administered to a group of students with a wide range of
abilities tends to be more reliable than a test administered to a group of
studentswith a narrow range of abilities

In other words, if a tester wants to maximize the possibility that a test
designed for NRT purposes will be reliable, he or she should make sure
that i1t is as long as possible, is welldesigned and carefully written, assesses
relatively homogeneous material, has items that discriminate well, is
normally distributed, and is administered to a group of students whose
abilities are as wide as logically possible within the context.

CONSISTENCY ESTIMATES FOR CRTS

As noted previously (particularly in Chapters 1 and 5), CRTs will not
necessarily produce normal distributions even if they are functioning
correctly. On some occasions, such as at the beginning of instruction, CRTs
may produce normal distributions, but the tester cannot count on the
normal distribution as part of the strategy for demonstrating the reliability
of a test. If all the students have learned all the material, the tester would
like them all to score near 100 percent on the end-of-course achievement
CRT. Hence, a CRT that produces little variance in scores is an ideal that
testers seek in developing CRTs. In other words, a low standard deviation on
the posttest may actually be a byproduct of developing a sound CRT. This is
quite the opposite of the goals and results when developing a good NRT.

Popham and Husek (1969) were the first to question the appropriateness
of using correlational strategies for estimating the reliability of CRTs, which
all depend in one way or another on a large standard deviation. Consider
the test—retest and equivalent-forms strategies. In both cases, a correlation
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coefficient is calculated. Since correlation coefficients are designed to
estimate the degree to which two sets of numbers go together, scores that are
very tightly grouped (that is, have a low standard deviation) will probably not
line the students up in a similar manner. As that standard deviation
approaches zero, so do any associated correlation coefficients. Correlation
coefficients used for estimating interrater and intrarater reliability are
similarly affected. A quick glance back at the K-R20 and K-R21 formulas also
indicates that as the standard deviation goes down relative to all other
factors, so do these internalsonsistency estimates. In short, all the strategies
for reliability discussed in this chapter are fine for NRTs because they are
very sensitive to the magnitude of the standard deviation, and a relatively
high standard deviation is one result of developing a norm-referenced test
that spreads students out well.

However, those same reliability strategies may be quite inappropriate for
CRTs because CRTs are not developed for the purpose of producing
variance in scores. However, many other strategies have been worked out
for demonstrating their consistency — strategies that do not depend on a
high standard deviation; in general, they fall into three categories (Berk
1984b, p. 235): threshold loss agreement, squared-error loss agreement,
and domain score dependability. These three strategies have been
developed specifically for CRT consistency estimation. Note that these
strategies provide tools for analyzing CRTs that have only recently become
available to language testers. So, like all statistics, they should be used with
caution and interpreted carefully asjust what they are: estimates of test
Consistency.

Notice in the previous paragraph that the terms agreement and
dependability are used with reference to CRTs in lieu of the term reliability.
In this book, the terms agreement and dependability are used rather
arbitrarily for estimates of the consistency of CRTs, while the term test
reliability is reserved for NRT consistency estimates. This distinction helps
teachers to keep the notions of NRT reliability separate from the ideas of
CRT agreement and dependability.

Threshold Loss Agreement Approaches

As shown in Brown (1990), two of the threshold loss agrement statistics that
are prominent in the literature are also straightforward enough
mathematically to be calculated in most language teaching situations. These
two statistics are the agreement coefficient (Subkoviak 1980) and the kappa
coefficient (Cohen 1960). Both of these coefficients measure the consistency
of master/non-master classificationsas they were defined in Chapter 3. Recall
that a master is a student who knows the material or has the skill being tested,
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while a non-master is a student who does not. These two threshold loss
agreement approaches are sometimes called decision consistency estimates
because they gauge the degree to which decisions that classify students as
masters or non-masters are consistent. In principle, these estimatesrequire the
administration of a test on two occasions. | base my conceptual explanations
on this relatively impractical strategy. Then | cover some strategies that
Subkoviak (1988) recently reported for estimating the agreement and kappa
coefficients from the data of a single test administration.

Agreement coefficient. The agreement coefficient (p.) is an estimate of the
proportion of students who have been consistently classified as masters and
non-masters on two administrations of a CRT. To apply this approach, the
test should be administered twice such that enough time has been allowed
between administrations for the students to forget the test but not so much
time that they have learned any substantial amount. Using a predetermined
cut-point, the students are then classified on the basis of their scores into
the master or non-master groups on each test administration. The cut-
points are usually determined by the purpose of the test. On an
achievement test, for instance, a passing score might be considered 60% or
higher. If this achievement test were administered twice near the end of a
term of instruction, the tester would need to tally the number of students
who passed (masters) and those who failed (non-masters) on the two
administrations.

Figure 7.1 shows a way of categorizing the results on the two tests in
order to calculate p.. In some cases, classifications agree between the two

ADMINISTRATION 2

Masters Non-masters
Masters A B A+B
ADMINISTRATION 1
Non-masters C D C+D
A+C B+D A+B+C+D

Figure 7.1: Master/Non-master Classifications for Two Test Administrations
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ADMINISTRATION 2
Masters Non-masters

Masters

N
N
o
&

ADMINISTRATION 1

Non-masters 6 21 27

83 27 110

Figure 7.2 Example Master/Non-master Classifications for Two Test Administrations

tests. Thus, when students are classified as masters on both administrations
of the test, the tester should count them up and record the number in cell
A in Figure 7.1. Similarly, the number of students classified as non-masters
by both tests should go in cell D. In other cases, the classifications disagree
between the two administrations. Some students may be classified as
masters on the first administration and non-masters on the second. This
number should appear in cell B, while those students classified as non-
masters on the first administration and masters on the second should go in
cell C. Notice that A + B and C + D are totaled to the right of the figure,
and A + C and B t D are totaled below it. Note also that A+ B+ C+ D is
shown in the bottom right corner. These data are called marginals (probably
because they appear in the margins of such figures).

Consider a contrived example for the sake of understanding how the
agreement coefficient works: A group of 110 students take two
administrations of a posttest, and the master/non-master classifications are
as shown in Figure 7.2. Notice that 77 out of the 110 students are classified
as masters by both tests, while 21 other students are classified by both as
non-masters. In addition, 12 students (12 = 6 + 6 students in cells C and B,
respectively) are classified differently by the two tests.

With this information in hand, the calculation of the agreement
coefficient merely requires the following formula:

_A+D
N

0
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where p, = agreement coefficient
A = number of students in cell A
D = number of students in cell D

N = total number of students
Substituting the values found in Figure 7.2, the calculations turn out as
follows:

A+D 77+21 S
10

=.89

>
H
H
o
'_\

This indicates that the test classified the students in the same manner with
about S9% agreement. Thus, the decision consistency is about 89% and this
CRT appears to be very consistent.

Notice that, if all the students were classified in exactly the same
way by both administrations, the coefficient would be 1.00 [for example,
(A+D)/ N=(80+30)/110 =1.00,0r (99+11)/110 = 1.001. Thus, 1.00is
the maximum value that this coefficient can have. However, unlike the
reliability coefficients discussed previously for NRTs, the agreement
coefficient can logically be no lower than the value that would result from a
chance distribution across the four cells. For 120 students, you might
reasonably find 30 students per cell by chance alone. Thiswould resultin a
coefficient of .50 [(A+D)/N=(30+30)/120= 60/ 120=.50]. Thus, for all
two-way classifications like that shown in Figure 7.2, the agreement
coefficient can logically be no lower than what would occur by chance
alone. This is very different from NRT reliability estimates, which can have
a logical lower limit of .00.

Kappa coefficient. The kappa coefficient (k) adjusts for this problem of a
chance lower limit by adjusting to the proportion of consistency in
classifications beyond that which would occur by chance alone. The
adjustment is given in the following formula:

= (= pan)
(1 - /}le.mu )
where  p. = agreement coefficient

p( hance

proportion classification agreement that could occur by
chance alone = [(A+ B)(A+ C) + (C+ D)(B+ D)]/N?

As mentioned above, two-way classifications like those shown in the
example, will always have a certain p..... level. Hence, before calculating the
K value, a tester must calculate p.... for the particular classification table
involved. These levels will differ, of course, depending on the score used as
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a cut-point in making the absolute decision. For the example data, the
calculations would be as follows:

P = [(A*B)(A+C)+(C +D)(B +D)]/ N*
=[(83)(83)+ (27)(27)]/ 12100
= [6889 +729] / 12100 = 7618 / 12100
=.6296 = .63

o T b« hance
(P P
(l - p['hll]((')

_89-.63_.26 _ .- _ 7o
1-.63 .37

The kappa coefficient is an estimate of the classification agreement that
occurred beyond what would be expected by chance alone and can be
interpreted as a percentage of that agreement by moving the decimal two
places to the right. Since kappa represents the percentage of classification
agreement beyond chance, it is usually lower than the agreement
coefficient. Like the agreement coefficient, it has an upper limit of 1.00,
but unlike the agreement coefficient with its chance lower limit, the kappa
coefficient has the more familiar lower limit of .00

Estimating threshold loss agreement from a single administration.
Because administering a test twice is cumbersome and hard on everyone
involved, many approaches have been worked out to estimate threshold
agreement from one administration (see, for instance, Huynh 1976,
Marshall 1976, and Subkoviak 1980). Historically, these approaches have
been far too complex for practical application by anyone but a statistician.
Recently, however, Subkoviak (1988) presented practical approaches for
approximating both the agreement and kappa coefficients. In order to
approximate either of these coefficients from a single test administration, a
tester needs two values. The first is a value for the cut-point score converted
to a standard score. This is calculated using the following formula:

c -5-X)
S

Z =
where standardized cut-point score
raw cut-point score
mean
standard deviation

N
1]

It

w Xl o
I
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The second is one of the NRT internal-consistency reliability estimates
(Split-half adjusted, Cronbach o, or K-R20). Once the tester has the
standardized cut-point score and an internal-consistency reliability estimate
in hand, he or she simply checks the appropriate table (Table 7.9 or 7.10)
and looks in the first column for the z value (regardless of sign, + or -)
closest to the obtained value and looks across the first row for the r.. closest
to the obtained reliability estimate. Where the row for the z value meets the
column for the reliability coefficient, an approximate value is given for the
threshold agreement of the CRT in question. Table 7.9 gives the
approximations for agreement coefficients, and Table 7.10 gives the same
mformauon for kappa coefficients.

For instance, perhaps a CRT posttest had a mean of 58.47, a cut-point of
60 out of 100, a standard deviation of 6.10, and a K-R20 reliability estimate
of .86. To obtain the standardized cut-point score, the tester would first
need the following formula:

c-5-X)
7= ———
S
~ (60-.5-58.47) _ 1.03
6.10 6.10
=.1689 = .17

To approximate the agreement coefficient, the tester would check Table 7.9
at the row for z that is the closest to .17 (.20 in this case) and then look
across the top for the reliability closest to .86 (.90 in this case). Where the
identified row and column meet, the tester finds a value of .86 for the
approximate agreement coefficient. Following the same steps in Table 7.10
yields an estimate for the kappa coefficient, k =.71 in this case.

These approximations of the agreement and kappa coefficients are
underestimates of the values that would be obtained using two test
administrations. Thus, they are safe estimates but will always be on the low
side of what the tester would obtain in a two-administration situation.
Hence, these approximations should only be used to give an idea, or rough
approximation, of the decision consistency of a test. If they are high, great.
However, if they are low, the tester might want to double-check the
consistency of the test by using other approaches. Using a variety of
approaches is a good idea in any case.

Squared-error Loss Agreement Approaches

Threshold loss agreement coefficients focus on the degree to which
classifications in clear-cut categories (master or non-master) are consistent.
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Table 7.9: Approximate Values of the Agreement Coefficient*

Reliability (r)
2 10 20 .30 40 50 60 70 .80 90
.00 .53 56 60 .63 67 .70 75 .80 .86
.10 53 57 .60 .63 67 71 .75 80 86
.20 54 57 61 .64 .67 71 75 .80 86
.30 .56 .59 .62 .65 .68 .72 .76 .80 86
.40 .58 .60 .63 .66 .69 73 VA 81 87
50 .60 .62 .65 .68 71 .74 .78 82 .87
60 62 .65 67 .70 73 .76 79 .83 .88
.70 .65 .67 .70 .72 75 77 .80 .84 .89
80 .68 .70 72 74 77 .79 .82 .85 .90
.90 71 73 .75 77 79 .81 84 87 .90
100 75 .76 77 77 81 .83 .85 .88 91
1.10 .78 .79 .80 81 .83 .85 .87 .89 92
120 80 81 .82 84 8 86 88 90 93
1.30 .a3 .84 .85 .86 .87 .88 90 91 .94
1.40 .86 .86 .87 .88 .89 90 91 .93 95
1.50 .88 .88 .89 .90 .90 91 92 94 .95
1.60 .90 90 91 91 92 93 93 .95 96
1.70 .92 92 .92 .93 .93 94 .95 95 97
180 .93 93 .94 .94 94 .95 95 .96 97
1.90 .95 95 .95 .95 .95 .96 96 97 .98
2.00 .96 .96 .96 .96 .96 97 97 97 .98

*Adapted fom Subkoviak 1988.

Squared-error l0ss agreement strategies also do this, but they do so with
“sensitivity to the degrees of mastery and nonmastery along the score
continuum” (Berk 1984b, p. 246). Thus, squared-error loss agreement
approaches attempt to account for the distances that students are from the
cut-point—that is, the degree of mastery and non-mastery rather than just
the dichotomous categorization.

| present only the phi (lambda) dependability index (Brennan 1980, 1984)
because it is the only squared-error loss agreement index that can be
estimated using one test administration, and because Brennan has provided
a shortcut formula for calculating this index that can be based on raw score
test statistics. Adapted to the symbols of this book, the formula is as follows:

1 52 g 2
I 1%, @1-X,)-S8;
¢k :1_ — 9 9

) kAL (X, - 1) +S;

where ®(A) = phi (lambda) dependability index
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Table 7.10: Approximate Values of the Kappa Coefficient*

Reliability (r)
z .10 .20 .30 40 .50 .60 .70 .80 .90
.00 .06 13 .19 .26 .33 41 49 .59 71
.10 .06 13 19 .26 .33 41 .49 .59 .71
YO .06 13 19 .26 .33 41 49 .59 71
.30 .06 12 19 .26 .33 40 .49 .59 .71
40 .06 12 19 25 32 40 .48 .58 71
.50 06 12 .18 25 .32 .40 48 58 .70
.60 .06 12 18 24 .31 .39 47 .57 .70
.70 .05 1 17 24 31 .38 47 .57 .70
80 .05 11 17 23 .30 .37 .46 .56 .69
90 .05 10 16 .29 .29 36 .45 55 .68
1.00 05 .10 15 21 .28 .35 44 .54 68
1.10 .04 .09 .14 .20 27 .34 43 53 .67
1.20 .04 .08 14 .19 .26 .33 42 .52 .66
1.30 .04 .08 13 .18 .25 .32 .41 .51 .65
1.40 .03 .07 12 17 23 31 39 .50 .64
1.50 .03 .0l a i .16 22 .29 .38 49 .63
1.60 03 .06 .10 15 21 .28 37 47 .62
1.70 .02 05 .09 14 20 .27 .35 46 .61
1.80 .02 .05 .08 13 18 .25 .34 45 .60
1.90 .02 .04 .08 12 17 .24 .32 43 .59
2.00 02 .04 07 1 .16 22 31 42 .58

*Adapted fom Subkoviak 1988.

A = cut-point expressed as a proportion

k = number of items

)?, = mean of proportion scores

S = standard deviation of proportion scores

Consider once again the example shown in Table 7.5 as though it were a
CRT. Notice that the proportion scores given in the column furthest to the
right in the table are the raw scores divided by the total possible. The mean
(.5766667) and standard deviation (.1656667) of these proportion scores
are the X, and S,, respectively, shown in the formula for the ®(})
coefficient. The k indicates the total number of items, or 30 in this case,
and the A is the cut-point expressed as a proportion. For the example, the
cut-point for mastery has been set at 70% (or .70 if expressed as a
proportion). Substituting all these values into Brennan’s formula:
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D) = D(T0) = 1— {X,«l—x,,)_s,;

k-1 (Xr - /1): + S;

_y__ L [.5766667 (1-.5766667) -.1656667 |
30-1| (5766667 —.70) +.1656667

_,_ 1[.2441222 - 0274454
29 .0152111+.0274454

2166768

=1- .0344828(
0426565

1-(.0344828 x 5.0795728)
1-.1751578 = .8248422 =~ 82

Remember that this is a short-cut index of dependability that takes into
account the distances of students from the cut-point for the master/non-
master classification. The full-blown version of this analysis is better overall,
but such analyses are beyond the scope of this volume (see Brennan 1984
for more on this topic).

Domain Score Dependability

All the threshold loss and squared-error loss agreement coefficients
described previously have been criticized because they are dependent in one
way or another on the cut-score. Alternative approaches, called the domain
score estimates of dependability, have the advantage of being independent of the
cut-score. However, they apply to domain-referenced interpretations rather
than to all criterion-referenced interpretations. Domain-referenced tsts (DRTs)
are defined here as a type of CRT that is distinguished primarily by the way in
which items are sampled. For DRTs, the items are sampled from a general, but
well-defined, domain of behaviors rather than from individual course
objectives as is often the case in what might be called objectives-referenced tests
(ORTs). The results on a DRT can therefore be used to describe a student’s
status with regard to that domain in a manner similar to the way in which ORT
results are used to describe the student’s status on small subtests for each
course objective. Thus, the terms domain-referenced and objectives-
referenced describe variant sampling techniques within the overall concept of
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criterion-referenced testing. Since objectives-referenced tests define a domain
of their own, but within the scope of the course objectives, | feel that analyses
appropriate for DRTs are also appropriate for ORTs. One way of analyzing
the consistency of domain-referenced tests (and by extension, objectives-
referenced tests) is the phi coefficient.

The phi dependability index (@) is also known as the generalizability
coefficientfor absolute error (for more on generalizability theory, see Cronbach
et al. 1970; Bolus, Hinofotis, & Bailey 1982; Brown 1984c¢, forthcoming b;
Brown & Bailey 1984; and Brown & Ross forthcoming). Phi is a general-
purpose estimate of the domain-referenced dependability of a test. This
interpretation assumes that the items are sampled from a well-defined
domain and gives no information about the reliability of the individual
objectives-based subtests. Nevertheless, phi does provide a handy way to
estimate the overall dependability of the scores without reference to a cut-
score. The formula that is presented here was derived in Brown (1990)
from information provided in Brennan (1980, 1984). The formula for the
phi coefficient that resulted is as follows:

nS;

o n_l[I\—RQO]
S? X ] - X, - S
VN ’ [K . R?O] n /’( /) 13
n-—1 k-1
where n = number of persons who took the test
k = number of items
X = mean of proportion scores

S = standard deviation of proportion scores (using the n
formula rather than n - 1)

K-R?0 = Kuder-Richardson formula 20 reliability estimate

All that is necessary for calculating this coefficient of dependability is
the number of students, the number of items, the mean of the proportion
scores, the standard deviation of the proportion scores, and the K-R20
reliability estimate. Once again using the data in Table 7.5, k is the number
of items (or 30 in this case); n is the number of students (30);X, is the
mean (.5766667) of the proportion scores; S, is the standard deviation
(.1656667) of the same proportion scores; and K-R20 is the traditional
reliability estimate (.8410485) demonstrated previously (p. Z00).
Substituting all these values into the formula gives the following result:
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nS;

) 2L -R20)
@§%9< _R20]+
n—

30 x (.1656667)°
_ 30-1
30 x (.1656667) L8410485],.3/66667(1—.5766667)—.1656667'
30-1 30-1
.8233620

29
8233620
29

@ X x5 D
X, (1-X,) =S,

k-1

[.8410485]

[.8410485]

[.8410485]+‘-21%%Z§§

— 0238787 — .0238787
0238787 +.0074716  .0313503

It is important to note that this result in calculating phi matches exactly the
result obtained in a full set of generalizability procedures (including
analysis of variance, estimation of G Study variance components, estimation
of D Study variance components and finally calculation of the phi, or G
coefficient for absolute error—all which are well beyond the scope of this
book). In other words, although the full generalizability study would be
clearer conceptually, precisely the same result has been obtained here using
only n, k, X,, S, and the K-R20 reliability.

There are several additional points related to these CRT consistency
estimates that must be stressed. First, some of the coefficients presented in
this chapter are related in rather predictable ways. Second, there are a
number of cautions that must be kept in mind when making calculations—
particularly for the phi coefficient.

Relationships. Certain predictable relationships exist between some of
the NRT reliability coefficients and the phi dependability index. One
interesting relationship that Brennan (1984, pp. 315-316) demonstrates is
that, for a given test, K-R21 will always be less than @, which will in turn be
less than K-R20, as follows:

K-R21 < d <K-R20

Using the example data in Table 7.5 (where K-R21 = .73; & = .76; and
K-R20 = .84), itis clear that, indeed:

73 <.76< .84

=.7616737 = .76
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This fact has one important implication: If K-R21 is indeed always lower
than &, then K-R21 can be used as a conservative “rough and ready”
underestimate of the domain-referenced dependability (®) of a test
(Brennan 1984, pp. 331-332).

Cautions. In doing calculations for the phi or phi (lambda) estimates
that | demonstrated in this chapter, three cautions must be observed. First,
these formulas are only applicable when the items on the test are
dichotomously scored (i.e., right or wrong). Second, the nformula (rather
than the n — 1 formula) should be used in calculating the means and
standard deviations of the proportion scores that are used in the phi and
phi(lambda) formulas. Third, as much accuracy as possible should be used
when doing all the calculations. In other words, throughout the
calculations, as many places should be carried to the right of the decimal
point as possible, which means that rounding should be avoided until the
final coefficient is estimated.

In addition, the full-blown versions of phi and phi (lambda) coefficients
are related to the variance components involved in the test; as Brennan
states, “it is strongly recommended that whenever possible one report
variance components, and estimate indices of dependability in terms of
variance components” (1984, p. 332). Thus, if the resources are available for
doing a full-fledged generalizability study, that is the best way to proceed.

Confidence Intervals

I must cover one last statistic in this section on CRT dependability, the
confidence interval (Cl). The CI functions for CRTs in a manner analogous to
the standard error of measurement described for NRTs (Brennan 1984).
More explicitly, the CI can be used to estimate a band around each student’s
score (plus or minus one CI) within which they would probably score with
68% probability if they were to take the test again. This thinking can also
extend out to two bands plus or minus to obtain a 95%probability, or three
bands for 98%probability. Formulaically, the confidence interval is as follows:

. ZX/YAI_X‘,/)—S;%
k-1

where k

number of items
X, = mean of proportion scores
S

standard deviation of proportion scores (using the N formula
rather than N— 1)
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For the example data shown in Table 7.5, the CI would be calculated as
follows:

[ X,(1-X,)-S;
k-1

Cl=
\
_ \/.5766667(1 — .5766667) —.1656667°  |.2166768
30-1 - \/ 29

=+~.0074716 =.0864384 = .086

In interpreting such Cls, remember that it is a confidence interval for the
proportion scores. Thus, the CI of .086 indicates that a student with a
proportion score of .70 would score between .614 and .786 (or within a
band of one CI plus or minus) 68% of the time if the test was repeatedly
administered. In other words, the interpretation of the CI for CRT
dependability is very much analogous to the interpretation for the SEM
when it isapplied to the interpretation of NRT reliability.

Factors Affectingthe Consistency of CRTs

As with norm-referenced tests, a number of factors may affect the
consistency of a criterion-referenced test. Many of these factors are exactly
the same as those listed in Table 7.1. However, some factors are more
directly under the control of the test developers than others. If all other
factors are held constant, the followingis usually true for CRT development:

1. alonger test tends to be more consistent than a short one

2. awelldesigned and carefully written test tends to be more consistent than a
shoddy one

3. a test made up of items that assess similar language material tends to be
more consistent than a test that assesses a wide variety of material

4. a test with items that have relatively high difference indexes, or Bindexes,
tends to be more consistentthan a test with items that have low ones

5. a test that is clearly related to the objectives of instruction tends to be more
consistent than a test that is not obviously related to what the students have
learned

In other words, to maximize the possibility that a test designed for CRT
purposes will be dependable, make sure that it is as long as possible, is well-
designed and carefully written, assesses relatively homogeneous material,
has items that produce high difference indexes or Bindexes, and is clearly
related to the instructional objectives of the course or program in which it
is used.
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SUMMARY

In this chapter, | began by presenting a number of different sources of
measurement error, which can be minimized to increase the meaningful
variance on a test so that the test will successfully measure what it was
designed to measure. | also covered a number of strategies for estimating
the reliability of norm-referenced tests, including the test-retest, equivalent-
forms, and internal-consistency strategies. The last of these was shown to
have many variants, including the split-half (adjusted) strategy, Cronbach o,
and the Kuder-Richardson formulas 20 and 21. | also explained interrater
and intrarater reliability estimates, which aid in estimating the consistency
of ratings of productive language tasks like compositions, role plays, and
oral interviews. Then | discussed the SEM, which is used in decision making
to identify a band of scores around decision points within which more
information should be gathered about students before plunging ahead with
a decision that could dramatically affect their lives. | ended the section on
NRT reliability with a list of the most important factors to consider in trying
to masimize the reliability of NRTs.

Nest | explored some of the different options for analyzing the
dependability of criterion-referenced tests. These options included the
threshold loss agreement and kappa coefficients, the squared-error loss
agreement phi (lambda) dependability index, and the domain score phi
dependability index. | ended this section with a discussion of confidence
intervals and a listing of the most important factors that influence the
consistency of CRT scores.

Remember that test consistency is a desirable and necessary quality, but
consistency is not sufficient unto itself. The et ¢ English as a Foreign
Language (Educational Testing Service 1994) is considered a reliable test of
overall ESL proficiency. The reliability coefficients tend to be very high and
the SEM relatively low on this test (see Educational Testing Service 1992).If
TOEFL were administered to a group of foreign students as a test of
mathematical ability, it would probably remain reliable but would obviously
not be valid in any logical sense for the purpose of testing mathematical
ability. Likewise, if it were administered to a group of native speakers of
English to determine their admissibility to college, it might prove reliable,
but it would not make any sense to use the test for that purpose. TOEFL
would not be valid for that purpose. Hence, test consistency and validity,
though related, are quite different test characteristics, as | explain in the
next chapter.
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TERMS AND SYMBOLS

agreement

agreement coefficient (p.)

alpha coefficient (o)

confidence interval (CI)

conservative estimate

Cronbach alpha (@)

decision consistency

dependability

domain-referenced tests (DRTs)
equivalent-forms reliability
errorvariance

internal-consistency reliability
interrater reliability

intrarater reliability

item variance

kappa coefficient (x)
Kuder-Richardson formula 20 (K-R20)
Kuder-Richardson formula 21 (K-R21)
meaningful variance

measurement error
objectives-referenced tests (ORTs)
parallel-forms reliability

phi dependability index (d)

phi (lambda) dependability index [D(A)]
reliability coefficient ()
Spearman-Brown prophecy formula
split-half method



squared-error loss agreement

standard error of measurement (SEM)
test reliability

test consistency

test—retest reliability

testwiseness

threshold loss agreement
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REVIEW QUESTIONS

1.

~I

10.

What are some of the sources of measurement error? And how is
measurement error related to the meaningful variance on a test?

. Why are the procedures for NRT reliabilitv estimation different from those

for CRT reliability?

. What are the three basic types of NRT reliability discussed in this chapter?

What different statistical estimates are used for each?

What are interrater and intrarater reliability? For what types of tests would
they be most appropriate?

. Which of the three types of NRT reliability is the intrarater reliability most

similar to? Why? And the interrater approach?

What is the standard error of measurement? For decision-making
purposes, is it better to have a large or small SEM?

What are the factors that affect the dependability of a CRT, and what steps
can you take to maximize such reliability?

. What are the three basic types of CRT dependability discussed in this

chapter? What different estimates are used for each?

. What are the factors that affect the dependability of a CRT, and what steps

can you take to maximize such dependability?

What are the necessary qualities of a good test? How does reliability/
dependability relate to the other qualities? Is reliability/dependability
sufficient unto itself?
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APPLICATION EXERCISES

A. Table 7.11 shows the item responses for 30 students who took a 20-item
NRT. As with Table 3.11 (p. 90), these data are for the Sri Lankan high-
school students in Premaratne 1987. Notice that the IF values, 1 - IF,and
IV are given at the bottom of the table and that the total scores as well as
the odd-numbered and even-numbered scores are given in the columns to
the right. In the bottom right corner, you will also find the mean and
standard deviation for the total scores, the odd-numbered scores, and the
even-numbered scores. Given the information in Table 7.11, calculate
each of the following reliability estimates:

Al. Cronbach a =

A2. K-R21 =

A3. K-R20 =

AA. Split-half reliability (remember to use the half-test correlation and
Spearman-Brown Prophecy formula) =

B. What do the reliability estimates that you calculated in exercises
mean to you in terms of consistency of this test asan NRT?

C. Whatwould the SEM be (based on the K-R20 estimate that you found)?

D. If you had a set of scores assigned by two raters to 30 compositions, you
would have two scores for each student. How would you determine the
degree to which the scores given by the raters were consistent? What is this
type of reliability called? What application of the Spearman-Brown
Prophecy formula should you make in calculating interrater reliability?

E. Figure 7.3 shows a hypothetical set of master/non-master classifications
for a CRT administered on two occasions 10 days apart. Given the
information in Figure 7.3, calculate each of the following CRT reliability
estimates:

El. agreement coefficient =
E2. kappa coefficient =

F. Table 7.12 shows the item responses for 30 students who took a 30-item
CRT. Assume that the cut-point is a raw score of 24 (80%), or a proportion
of .80 On this CRT and that the K-R20 estimate is .6471832. Notice that the
IF values, 1 - IF,and IV are given at the bottom of the table and that the
proportion scores are given in the columns to the right. In the bottom
right corner, you will also find the mean and standard deviation for the
total scores and the proportion scores. Given the information in Table
7.12 galculate each of the following dependability estimates:

F1. agreement coefficient (youwill also need to use Table 7.9to do this) =
F2. kappa coefficient (youwill also need to use Table 7.10 to do this) =
F3. phi (lambda) dependability index =

F4. phi dependability index =
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ADMINISTRATION 2

Masters Non-masters
Masters 51 10 61
ADWNMINISTRATIOS 1
Yon-masters 15 24 39
66 34 100

Figure 7.3: Application for Hypothetical Master/Non-master Classifications on Two
Administrations of a Test
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CHAPTER 8

TEST VALIDITY AND STANDARDS
SETTING

In the previous chapter, | argued that consistency is a necessary and
important quality that should be monitored in tests; however, consistency is
not sufficient unto itself for claiming that a test is doing a good job. For
example, the Test o English as a Foreign Language is considered a reliable test
of EFL proficiency. The reliabilitv coefficients reported in the TOEFL Test
and Score Manual: 1992-93 Edition (Educational Testing Service 1992) were
as follows: Listening Comprehension = .89, Structure and Written
Expression = .86, Vocabulary and Reading Comprehension = .90, and Total
Scores = .95. The corresponding SEM values were reported to be fairly low
at 2.2, 2.8, 2.3, and 14.1, respectively. Thus, focusing solely on reliability,
this test could only be described as a very good measure.

However, validity is a separate but equally important issue. For instance,
if the TOEFL were administered to a group of foreign students as a test of
their abilities in mathematics, the reliability would be high because the test
would spread the students out rather consistently along a continuum of
scores. However, as discussed at the end of the previous chapter, the TOEFL
is clearly not valid for the purpose of testing mathematical ability. This is
not to say that anyone ever claimed that TOEFL should be used to test
mathematics or that TOEFL is not valid for measuring proficiency in EFL.
The point is that, a test can be reliable without being valid. In other words,
a test can consistently measure something other than that for which it was
designed. Hence, test reliability and validity, though related, are different
test characteristics. In fact, reliability is a precondition for validity but not
sufficient for purposes of judging overall test quality. Validity must also be
carefully examined.

Test validity is defined here as the degree to which a test measures what
it claims, or purports, to be measuring. (Note that “Measurement people
don’t find too many occasions to use the word purport, hence they love to
employ it when defining validity” Popham 1981, p. 98). If a test claims to
measure Indonesian speaking proficiency, then the test should measure the
ability to speak Indonesian. If another test purports to assess proficiency in
German listening comprehension, that isjust what it should assess. Validity
is especially important for all the decisions that teachers regularly make
about their students. Teachers certainly want to base their admissions,
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placement, achievement, and diagnostic decisions on tests that are actually
testing what they claim to test. Adopting, developing, and adapting tests for
such decisions is difficult enough without having to worry about whether
the tests are measuring the wrong student characteristics, abilities,
proficiencies, and so on. Hence, in all cases, after ensuring that a test is
practical and reliable, teachers should consider its validity.

Three main strategies exist for investigating the validity of a test: content
validity, construct vaﬁdity, and criterion-related validity. Once again, it is
necessary to distinguish between NRTs and CRTs in terms of how the
results are analyzed. Recall that NRTs are designed to produce a normal
distribution with relatively high variance among the scores. In contrast,
CRTs are designed to measure what has been learned and therefore cannot
be expected to necessarily produce variance among scores (for instance, if
all the students know all the material).

Only the content and construct validity strategies are applicable for
analyzing the validity of CRTs because these two strategies do not depend
on the magnitude of the variance in the test scores. The third strategy,
criterion-related validity, does not lend itself to investigating the validity of
CRTs because it is based on correlational analysis. Since the distributions of
scores on CRTs may be skewed, especially when they are working well, the
assumption of normal distribution, which underlies correlational analysis, is
not met. Hence, the results of a criterion-related validity study for a CRT
would be difficult, if not impossible, to interpret. NRTs, on the other hand,
can be analyzed from all three perspectives: content, construct, and
criterion-related.

Regardless of which strategy testers decide to use to demonstrate and
defend the validity of a test, the strongest arguments are built around at
least two, or (for NRTs) all three, of these perspectives. Notice that | am
advocating that test developers “defend” and build “arguments”for the
validity of their tests. | strongly feel that test developers are responsible for
convincing test users that their product is testing what it claims to measure.

As mentioned earlier, the content and construct validity strategies are
each appropriate for investigating the validity of both NRTs and CRTSs.
Content and construct validity are therefore covered here under one major
heading. The third approach, criterion-related validity, which depends
rather heavily on test score variance, is suitable primarily for NRTs, so
criterion-related validity is covered in a section of its own, followed by a
discussion of a naturally related issue: the matter of setting standards, or
cut-points, on a test.
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VALIDITY STRATEGIES APPLICABLE
TO BOTH NRTS AND CRTS

Content Validity

In order to investigate content validity, testers must decide whether the test
is a representative sample of the content of whatever the test was designed to
measure. To address this issue, testers or some of their colleagues usually end
up making some sort of judgments. To maximize the efficiency of these
judgments, the testers mav need to focus particularly on the organization of
the different tvpes of items that they include on the test and on the
specifications for each of those item types. This content validation process may
take many forms, depending on the particular language teaching situation
and staff, but the goal should always be to establish an argument that the test
is a representative sample of the content that the test claims to measure.

Overall strategy for establishing content validity. Consider the problems
involved in adopting, developing, or adapting a Tagalog listening
comprehension proficiency test. The first step might be to decide what the
test should be designed to measure —that is, what it will actually be claiming
to measure. Going back to the test’s original purpose, the test will be
designed to measure Tagalog listening proficiency. That purpose is all well
and good, but what is Tagalog listening proficiency? To figure out the nature
of Tagalog listening proficiency, it may help to analyze it into its component
parts. Perhaps such analysis will lead those responsible for putting a test in
place to decide that Tagalog listening proficiency is made up of
distinguishing minimal pairs, understanding vocabulary in context, listening
for facts, listening for inference, listening for gist, listening for main ideas,
among a number of other testing objectives. The testers might then want to
talk to their teaching colleagues to get their ideas on the components of
Tagalog listening proficiency. Thus, thinking about the validity of a test may
initially involve defining what it is that the testers wanted to measure in the
first place. If they cannot define what they wanted to assess, how can they
possibly determine the degree to which the test is measuring it?

Assuming that the testers and their teaching colleagues reach a
consensus on what thev want to test, they might find that no such measure
exists and that they will either have to compromise what they want to test or
develop a test of their own. Being uncompromisingly professional and
ethical, they all decide to develop a new test that will be valid for the
purpose of testing Tagalog listening proficiency, as defined by their group
of teachers. They would then want to outline and organize the different
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types of items that the): have identified as important and decide how many
of each they want to end up with on the final version of the test.

The test developers should also write out item specifications if at all
possible for each of the testing objectives that they have collectively identified
as components of Tagalog listening proficiency. As explained in Chapter 3,
item specifications include a general description, a sample item, stimulus
attributes, response attributes, and supplemental lists. Recall also that the
purpose of each item specification is to make it possible for any item writer to
produce items that test about the same thing. Thus, clear item specifications
can help to make items much more consistent and also more valid in the
sense that, when specifications are used, the items are more likely to match
those specifications, which in turn match the objectives of the test. Also note
that this match between the items and the specifications can be verified and
incorporated as part of the argument for the content validity of the test.

Whether or not testers use formal item specifications, they will probably
want to get together with the other teachers and write items for each of the
testing objectives that they feel are important to Tagalog listening
proficiency. They will need to write enough items (50-100% more than
they need in the final version of the test) so they can throw some of them
out in the revision process. In the end, they must have enough items left so
each testing objective can be adequately represented on the test.

Once they have administered the test and revised the test using the
appropriate item analysis strategies, they will want to examine the
descriptive statistics, calculate a reliability coefficient or two, and look at the
SEM. At that point, they will be in a position to explore the content validity
of their new test. One way to do this would be to convene a panel of
Tagalog listening comprehension experts tojudge the degree to which the
items on their new test actually do represent the testing objectives of
Tagalog listening proficiency.

If those experts disagree as to whether the items represent the
proficiency in question and its underlying elements, the testers may have to
return to the drawing board for at least some portions of the test. If, on the
other hand, the experts agree that the test is representative of Tagalog
listening proficiency, the testers would have built at least one argument for
the content validity of their test for purposes of testing Tagalog listening
proficiency as defined by them and their colleagues and confirnied by
experts. Unfortunately, this procedure is only accurate to the extent that
the biases of the experts do not interfere with theirjudgments. Hence, test
developers may wish to take certain steps to ensure that the experts’
judgments are as unclouded as possible.
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First, the testers should ensure that the experts really are experts and
that, at least to a degree, the experts share the kinds of professional
viewpoints that the testers and their colleagues have. In other words, if the
group developing the test favors the ACTFL Proficiency Guidelines (American
Council on the Teaching of Foreign Languages 1986) as the way of defining
language proficiency, they probably should not bring in experts who have
written articles criticizing those guidelines (for example, Savignon 1985; or
Bachman & Savignon 1986). Similarly, if the testers favor a communicative
approach to language teaching, they would be foolish to invite experts who
believe firmly in teaching structures, structures, and more structures. On
the other hand, testers will probably never find experts who agree 100%
with their definition and categories of items for Tagalog listening
proficiency. This is fine. After all, the testers and their colleagues may be
able to learn something from the activity of having experts look at their test
items. If nothing else, the experts may provide insights or points of view
that the testers never would have considered. In short, sometimes an
outsider’s fresh perspective can help.

Second, the test developers must recognize thatjudgments of the quality
of individual items may not be absolutely clear-cut and black-and-white. An
item may be a 70% or SO% match with what the test developers want to test.
In other words, such judgments are sometimes a matter of degrees rather
than a pure and simple thumbs up or thumbs down. Therefore, the test
developers may want to provide the experts with some sort of rating scale.
Such a scale should be designed to help them focus in on each item to make
as objective ajudgment as possible. At the same time, the particular scale
that test developers use will depend on the type of information and the
amount of detail that they need. For instance, testers might have a need for
each item to be judged on a scale from 1-5 that represents a continuum
from “bad item” to “good item.” In another situation, testers might benefit
more from a rating sheet that simply asks the expert to estimate the percent
of match to the testing goals. Or, perhaps, a group of testers needs even
more information and therefore decides to have three 1-5 scales for each
item: one for the form of the item, a second for the content, and a third for
match to the overall goals of the course.

Table 8.1 shows one such scale, which was developed for judging the
validity of a Tagalog listening proficiency test developed at UHM (Brown et
al. 1990, 1991) Notice that the overall layout of the rating sheet focuses the
expert’s attention on the individual test questions. The stems are given in
capital letters because they were actually heard on audiotape by the
students (rather than written above the options). However, the students are
asked to read the four options as shown and select the one that makes the
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most sense as a response to the taped utterance. Notice that the items are
being rated on a scale that asks for the expert to rate the degree to which
the item matches the ACTFL Guidelines. Since the items had originally
been developed to match the nine different levels described for listening
comprehension proficiency in the ACTFL Proficiency Guidelines, that scale
was considered appropriate for experts to use in rating each item on a scale
of 1-5 for the degree of match to those descriptions. Handled as a separate
but related issue was whether or not the items (and indirectly the ACTFL
descriptions) were an adequate reflection of what they expected of their
students at each level.

Naturally, this example is not perfect. For one thing, the experts were
being asked to judge the degree of match between an item and a
description that itself may have some serious problems (see Savignon 1985;
or Bachman & Savignon 1986).This scale nevertheless provided us with
useful and interesting information about our new listening test.

The reader may have noticed that Table 8.1is very similar to Table 3.8
(p. 78) in the chapter on item analysis. That is correct. All of what was
presented about item quality (including Tables 3.1-3.3, pp. 51, 54, and 58)
and content analysis (including Table 3.8) has direct bearing on content
validity. The discussion in Chapter 3 was simply focused on the single item
level, whereas this discussion covers the overall validity of a group of items
taken together as a test or subtest. That overall validity will nevertheless be
highly related to the individual item validities.

An example of the importance of item planning. In the process of
developing a test like the one described above, good planning can aid in
creating a sound test as well as in building a strong argument for the
content validity of that test. Sound planning involves working out a rational
blueprint for what to include in the test and in approximately what
proportions. Thus, test developers should be very careful about planning
the test objectives and specifiing the types and proportions of items that
will appear.

Consider the following plan, which was used to develop items for tests
designed to measure non-native speakers in their engineering-English
reading and listening abilities (described in more detail in Brown 1984c,
1988b; or Erickson & Molloy 1983). In 1979, a group of seven graduate
students at UCLA (including myself) set out to develop tests for this
purpose. We were breaking new ground with this test development project,
and we soon discovered that nobody had any idea what the components of
engineering-English reading ability might be. After consulting with
engineering professors and examining the literature on English for specific
purposes (ESP),we decided to test as broad a spectrum of item types as we



238 Testing in Language Programs

could and, in the process, discovered that our perspectives as linguists were
quite different from those of the engineering professors. As a result, we
found that two distinct categories of item types emerged in our plan: one
that we labeled linguistic factors and another that we called engineering
factors. The individual item tvpes for each category were as follows:

I. Linguistic factors
A. Cohesion (after Halliday and Hasan 1976)
1. Reference items
2. Substitution items
3. Lexical cohesion items
4. Conjunction items
B. Non-technical vocabulary items

1. Engineering factors
A. Fact items
B. Inference items
C. Lexis (after Cowan 1974;and Inman 1978)
1. Subtechnicalvocabulary items
2. Technical vocabulary items

D. Scientific rhetorical function items (after Lackstrom, Selinker, &
Trimble 1973;and Selinker, Todd-Trimble,& Trimble 1976, 1978)

Two sets of tests were developed in this project: three for reading
comprehension and three for lecture listening. The three reading
comprehension tests were developed from three reading passages taken
from sophomore-level engineering textbooks. For each of the three reading
passages, we wrote three to five items for each of the item types in the plan
outlined above. The lecture listening tests were similarly developed from
three videotapes of engineering lectures with the same overall item
organization plan. Because we were trying to produce a new type of test for
which there were no precedents, we had necessarily planned very carefully,
basing our selection of item types on the best available information in ESP
and on the insights of engineering professors who knew the material. Since
we were also trying to create three reading and three lecture listening tests
that were more or less parallel, we felt the need to lay out our item plan
very clearly before charging ahead. The net result was that we developed
the tests, and the item plan became part of the argument for the validity of
the tests.

Contentvalidity and other types of validity. One problem that may arise
in looking exciusively at the content validity of a test is that the
performance of the particular group of students who took the test can be
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overlooked. In the same sense that a test can only be said to be reliable for
a particular group of students (or very similar students), a test can only be
said to be valid for testing a particular kind of student. Put another way, in
language testing, the students who are tested in development process on a
test become part of the definition of that purpose because language tests
must be designed with particular students in mind, based on ability levels,
language backgrounds, nationalities, educational levels, and so forth. AS a
result, a test can only be considered reliable and valid for a particular
context (or for contexts that are very similar), and context is defined by the
type of decision involved and the type of students involved, as well as by the
testing objectives.

The effectiveness of a content validity strategy can be enhanced by
making sure that the experts are truly experts in the appropriate field and
that they have adequate and appropriate tools in the form of rating scales
so that their judgments can be sound and focused. However, testers should
never rest on their laurels. Once they have established that a test has
adequate content validity, they must immediately explore other kinds of
validity arguments (construct or criterion-related) so that they can assess
the validity of the test in terms related to the specific performances of the
types of students for whom the test was designed in the first place.

Construct Validity

An understanding of the concept of a psychological construct is
prerequisite to understanding construct vaelidity. A psychological construct is an
attribute, proficiency, ability, or skill defined in psychological theories.
Consider, for example, “love.” Love is a name for a very complex emotion
that goes on in human beings. Everyone knows about it, and everyone
accepts that it exists. Yet love goes on largely inside the individuals involved
and is therefore very difficult to observe (except for the well-known and
highly observable tendency among those in love to bump into walls).
Nevertheless, love is an example of a psychological construct. It goes on; it
is accepted; vet it is hard to observe because it goes on inside of the head.
Some other psychological constructs that are more pertinent to the topic at
hand are language aptitude, intelligence, Thai speaking proficiency, overall
English as a second language proficiency, and so forth.

Since these constructs occur inside the brain, they must be observed
indirectly if they are to be observed at all. Thisjob often falls to the
language tester because only through tests (broadly defined) can such
constructs be measured efficiently. In terms of test validity, the major
problem with psychological constructs is that testers cannot take a construct
out of the students’ brains and show that a test is in fact measuring it. The
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only recourse is to demonstrate indirectly through some kind of
experiment that a given test is measuring a particular construct. Since such
demonstrations are always indirect, the results must be interpreted very
carefully. Nonetheless, such experiments are the most straightforward
strategy available to testers for establishing the construct validity of a test.
The experiment may take numerous forms, but the easiest to understand
initially are the differential-group and intervention types of studies.

Differential-groups studies. Sometimes studies are designed to compare
the performances of two groups on a test. Such studies are called
differential-groups studies because, in conducting such a study, the tester is
trying to show that the test differentiates between groups: one group that
obviously has the construct being measured, and another that clearly does
not have it (much like what | explained in Chapter 3 about the difference
index). For instance, consider the Tagalog listening proficiency construct
discussed previously. If | wanted to demonstrate the construct validity of
tha